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Quantum State Preparation

• Object: A quantum state | ⟩𝑠 has to be prepared on an empty qubit register. 
If the state preparation method is not known that exploits the structure of the state to prepare it 
efficiently, we have to use a method for creating an arbitrary state instead.
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Transformation of quantum states using uniformly controlled rotations

Mikko Möttönen,∗ Juha J. Vartiainen, Ville Bergholm, and Martti M. Salomaa
Materials Physics Laboratory, P.O. Box 2200,

FIN-02015 Helsinki University of Technology, Finland

(Dated: February 1, 2008)

We consider a unitary transformation which maps any given state of an n-qubit quantum register
into another one. This transformation has applications in the initialization of a quantum computer,
and also in some quantum algorithms. Employing uniformly controlled rotations, we present a
quantum circuit of 2n+2 − 4n − 4 CNOT gates and 2n+2 − 5 one-qubit elementary rotations that
effects the state transformation. The complexity of the circuit is noticeably lower than the previously
published results. Moreover, we present an analytic expression for the rotation angles needed for
the transformation.

PACS numbers: 03.67.Lx, 03.65.Fd
Keywords: quantum computation, quantum state preparation

I. INTRODUCTION

Quantum algorithms are based on unitary transformations and projective measurements acting on a quantum
register of n qubits [1]. Successful execution of an algorithm usually requires a certain initial state as input. However,
depending on the physical realization of the quantum computer, available initialization procedures may only produce a
limited range of states which may not contain the desired initial state. This brings up the problem of state preparation,
i.e., how to implement the transformation of an arbitrary quantum state into another one.

The recent progress [2, 3, 4] in implementing general n-qubit gates using elementary gates has resulted in efficient
gate synthesis techniques including uniformly controlled rotations [3], and more recently, quantum multiplexors [4].
These techniques are amenable also for implementing quantum gates of certain special classes of unitary transforma-
tions, such as incompletely specified transformations. These transformations have been reacently discussed in Ref. [5],
in which an efficient gate decomposition was given in the case of two qubits.

The complexity of a quantum circuit is measured by the number of elementary gates included. Generally, elementary
gates are unitary transformations acting on one or two qubits. We take the library of elementary gates to be the
conventional set of the controlled NOT (CNOT) gate and all one-parameter rotations acting on a single qubit. We
omit the phase gate since the global phase of the state vector has no physical meaning.

The configuration space of the n-qubit quantum register is 2n-dimensional complex space. Excluding the global
phase and state normalization, we find that the general unitary transformation transforming a given n-qubit state into
another must have at least 2 × 2n − 2 real degrees of freedom. Hence, in the worst-case scenario, the corresponding
quantum circuit should involve at least 2n+1 − 2 elementary rotations, each carrying one degree of freedom. Since
each of the CNOT gates can bind at most four elementary rotations [6], at least # 1

4 (2n+1 − 3n − 2)$ of them are
needed. However, no quantum circuit construction embodying the minimal complexity has been presented in the
literature. Previously, the upper bound for the number of gates needed for state preparation has been considered by
Knill [7], who found that no more than O(n2n) gates are needed for the circuit implementing the transformation.
More recently, a sufficient circuit of O(2n) elementary gates was obtained as a special case of the method developed
for QR decomposition of a general quantum gate in Ref. [2], which was also pointed out in Ref. [5].

In this paper, we describe in detail how to build a quantum circuit for making a given quantum state transformation
employing the uniformly controlled rotations. We begin from the transformation which equalizes the phases of the
elements of the input vector |a〉 and rotates it to the direction of the basis vector |e1〉. In the next phase the absolute
values of elements of the target vector |b〉 are generated and finally the phases are adjusted to match of those of |b〉.
We simplify the circuit by merging certain consecutive gates together. The resulting quantum circuit of 2n+2−4n−4
CNOT gates and 2n+2−5 one-qubit elementary rotations gives, in principle, the exact transformation from an n-qubit
quantum state |a〉 into the desired one |b〉.

∗Electronic address: mpmotton@focus.hut.fi

QIC 5, 6, 467—473 (2005)
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FIG. 1: Definition of the k-fold uniformly controlled rotation F k
m(a, α) of qubit m about the axis a. The left hand side defines

the gate symbol used for the uniformly controlled rotation. The enumeration of the qubits is arbitrary with the exception that
the target qubit is the mth one. The black control bits stand for value 1 and the white for 0. Above, M = 2k.

FIG. 2: Efficient gate decomposition for the uniformly controlled rotation F 3
4 (a, α). The relation of the angles {θj} to the

angles {αj} is shown in Eq. (3).

II. UNIFORMLY CONTROLLED ROTATIONS

The quantum state of an n-qubit register may be described by a complex vector of the form

|a〉 =











a1

a2
...

aN











=
N−1
∑

i=0

ai+1

∣

∣bi
1b

i
2 . . . bi

N

〉

, (1)

where N = 2n, bj denotes the state of the jth qubit, and the bit string bi
1b

i
2 . . . bi

N is the binary presentation of the
integer i. The state is taken to be normalized to unity. Furthermore, the overall phase of the state is not observable
and thus irrelevant. This means that an n-qubit state has 2n+1−2 real degrees of freedom. Quantum gates are linear
transformations on the space of these vectors and, hence, may be represented by N × N unitary matrices.

A uniformly controlled rotation F k
m(a, α) is a quantum gate defined by the k controlled qubits, the target qubit m,

the rotation axis a and the angles {αi}, see Ref. [3]. As shown in Fig. 1, the uniformly controlled rotation corresponds
to a sequence of controlled Ra(αi) rotations, which covers all the 2k possible control bit sequences. Here

Ra(αi) = eia·σαi/2 = I2×2 cos
αi

2
+ i (a · σ) sin

αi

2
, (2)

where σx, σy, and σz are the Pauli matrices and the dot product a · σ = σxax + σyay + σzaz.
Figure 2 reviews a construction for F k

m(a, α) consisting of 2k CNOT gates and 2k one-qubit a-rotations. The case
k = 3 is shown. In the case of a general k, the gate sequence may be constructed from the sequence for k − 1 by
replacing the position of the control in the rightmost CNOT gate to the new controlled qubit and repeating the
obtained sequence twice for suitable rotation angles {θj}. The operational principle of the gate sequence requires that
ax = 0. However, this limitation can be circumvented by introducing one-qubit basis changing gates on the both side
of the gate.

The angles {θi} can be obtained from {αi} using the equation






θ1
...

θ2k






= M







α1
...

α2k






, Mij = 2−k(−1)bj−1·gi−1 , (3)
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
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where bm and gm stand for the binary code and binary reflected Gray code representations of the integer m, re-
spectively. In actuality, the position of the controls of the CNOT gates in Fig. 2 may be chosen in many different
ways which results in replacing gj−1 in Eq. (3) by another cyclic Gray code [8]. Additionally, a horizontally mirrored
version of the gate sequence in Fig. 2 also qualifies to simulate the uniformly controlled rotation.

III. STATE PREPARATION

We are looking for a gate sequence corresponding to a matrix U such that U |a〉 = |b〉 for given vectors |a〉 and
|b〉. The problem may be reduced to the problem of finding a matrix V which takes an arbitrary vector to some
fixed vector |r〉, since then we may take A and B such that A |a〉 = |r〉 = B |b〉 and, hence, B†A |a〉 = |b〉, where
the dagger denotes the Hermitian conjugate. For convenience, we take the fixed vector to be the first basis vector
|e1〉 = |00 . . . 0〉 = (1, 0, 0, . . . , 0)T .

Our algorithm for transforming |a〉 = (|a1|eiω1 , |a2|eiω2 , . . . , |aN |eiωN )T into |e1〉 works as follows:

• First we equalize the phases ωi using a cascade of uniformly controlled z-rotations Ξz, rendering the vector real
up to the global phase φ: Ξz |a〉 = eiφ |â〉.

• Then we rotate the real state vector |â〉 into the direction of |e1〉 using a similar sequence of uniformly controlled
y-rotations Ξy, thus achieving our goal.

The first step can be readily accomplished using a general diagonal n-qubit quantum gate first considered in Ref. [9].
It is efficiently produced by a sequence of uniformly controlled z-rotations as

Ξz =
n

∏

j=1

F j−1
j (z, αz

n−j+1) ⊗ I2n−j , (4)

where the gate F j−1
j (z, αz

n−j+1) equalizes the phases of the elements connected through the qubit j. The rotation
angles {αz

j,k}j, the elements of α
z
k, are found to be

αz
j,k =

2k−1

∑

l=1

(ω(2j−1)2k−1+l − ω(2j−2)2k−1+l)/2k−1, (5)

where j = 1, 2, . . . , 2n−k and k = 1, 2, . . . , n.
Next we apply a uniformly controlled y-rotation Fn−1

n (y, αy) with angles {αy
j } =

{2 asin
(

|a2j |/
√

|a2j−1|2 + |a2j |2
)

}. This has the effect of zeroing the elements of the vector that correspond

to the states standing for bit value one in the qubit n:

Fn−1
n (y, αy) |â〉 = (a1,2, 0, a2,2, 0, . . . , aN/2,2, 0)T = (a1,2, a2,2, . . . , aN/2,2)

T ⊗ (1, 0)T (6)

where {aj,2} = {
√

|a2j−1|2 + |a2j |2}. In effect we have zeroed the last qubit of the register. This procedure can be
repeated on the remaining nonzero elements, until we reach |e1〉 = (1, 0)T ⊗ . . . ⊗ (1, 0)T .

Employing the above steps one obtains the desired decomposition

ΞyΞz |a〉 =





n
∏

j=1

F j−1
j (y, αy

n−j+1) ⊗ I2n−j









n
∏

j=1

F j−1
j (z, αz

n−j+1) ⊗ I2n−j



 |a〉 = ei
∑N

j=1
ωj/N |e1〉 . (7)

The product of non-commuting matrices in Eq. (7) is to be taken from left to right. Here, to eliminate the remaining
global phase one could apply a phase gate. After solving the recursion, the rotation angles in Eq. (7) are found to
acquire the values

αy
j,k = 2asin





√

√

√

√

2k−1

∑

l=1

|a(2j−1)2k−1+l|2/

√

√

√

√

2k
∑

l=1

|a(j−1)2k+l|2



 , (8)

where j = 1, 2, . . . , 2n−k and k = 1, 2, . . . , n. Fig. 3 shows the quantum circuit corresponding to Eq. (7). The
resulting gate sequence is slightly simplified by noting that uniformly controlled z-rotations, being diagonal, can
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FIG. 3: Gate sequence for state preparation using uniformly controlled rotations. The rotation angles {αq
j,k} for the uniformly

controlled rotations are given in Eqs. (8) and (5).

always be commuted through the control bits of another uniformly controlled gate. Hence, uniformly controlled z and
y rotations acting on the same set of qubits can be commuted next to each other, whereby we can cancel one CNOT
from each gate by mirroring the y gate.

To transform the state |a〉 to |b〉 we need to construct two circuits; the first one takes |a〉 to |e1〉 and the second one
|e1〉 to |b〉. Since the uniformly k-fold controlled rotation may be constructed from 2k CNOT gates and 2k one-qubit
rotations, the entire state preparation circuit requires 2n+2 − 4n− 4 CNOT gates and 2n+2 − 5 one-qubit rotations.

IV. CONCLUSION

In conclusions, we have shown how to construct a general state preparation circuit using a sequence of uniformly
controlled rotations. The resulting gate sequence of 2n+2 − 4n − 4 CNOT gates and 2n+2 − 5 one-qubit elementary
rotations establishes a new upper bound for the complexity of the transformation. By counting the degrees of freedom
of the problem, we find a lower bound of 2n+1 − 2 for the number of one-qubit elementary rotations. This implies the
lower bound # 1

4 (2n+1 − 3n − 2)$ for the number of CNOT gates.
Provided that the initial or final state coincides with some basis vector |ei〉 only half of the CNOT and one-qubit

rotation gates are needed. In other special cases some simplifications to the gate sequence also occur. We have
also introduced a closed-form scheme for determining the rotation angles in such way that an arbitrary state of the
quantum register transforms into desired state.

The gate count is small compared to the incomplete QR decomposition which takes approximately 6.3× 2n CNOT
gates to transform |a〉 → |e1〉 and thus 12.6 × 2n for the whole transformation. It is still an open question if the
transformation could be done more directly, i.e., merging some of the consecutive gates together and finding efficient
gate array for implementing them. This would reduce the number of elementary gates needed.
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In quantum computation every unitary operation can be decomposed into quantum circuits—a series of
single-qubit rotations and a single type entangling two-qubit gates, such as controlled-NOT (CNOT) gates. Two
measures are important when judging the complexity of the circuit: the total number of CNOT gates needed to
implement it and the depth of the circuit, measured by the minimal number of computation steps needed to
perform it. Here we give an explicit and simple quantum circuit scheme for preparation of arbitrary quantum
states, which can directly utilize any decomposition scheme for arbitrary full quantum gates, thus connecting the
two problems. Our circuit reduces the depth of the best currently known circuit by a factor of 2. It also reduces
the total number of CNOT gates from 2n to 23

24 2n in the leading order for even number of qubits. Specifically, the
scheme allows us to decrease the upper bound from 11 CNOT gates to 9 and the depth from 11 to 5 steps for four
qubits. Our results are expected to help in designing and building small-scale quantum circuits using present
technologies.

DOI: 10.1103/PhysRevA.83.032302 PACS number(s): 03.67.Ac, 03.67.Lx, 42.50.Dv

I. INTRODUCTION

Quantum information and computation theory ([1] and
references therein) is receiving increased attention in the past
few decades due to its possibility of outperforming information
processing based on classical physics in the areas of secure
communication [2] or efficient implementation of certain
computation tasks, e.g., prime number factorization [3].

Similarly to classical computation, every quantum com-
putation, represented as a unitary operation performed on a
desired state of qubits, can be decomposed into small operation
blocks, where only a subset of qubits is changed nontrivially.
Whereas one-qubit operations cannot be composed to a
general unitary operation, as they never change the degree
of entanglement within the state, a single type of two-qubit
operation (for example, a controlled-NOT, or CNOT [4]) in
combination with arbitrary one-qubit rotations suffices [5].

The complexity of quantum circuits is usually measured
by the number of CNOT gates needed to perform the desired
unitary operation. The reason for counting the number of
two-qubit gates is mainly experimental since their realization
is much more demanding and introduces more imperfections
than the realization of one-qubit gates. Adding every new
CNOT gate to the circuit increases its overall imperfection.
This constitutes the main obstacle preventing realization
of quantum computation within sufficient precision. It is
therefore crucial to design circuits with the least possible
number of entangling gates.

In general, an exponential number of CNOT gates with
respect to the number of qubits involved is needed to
implement a general unitary operation. This can be seen by
simple counting of parameters of an n-qubit unitary operation.
Several attempts have been made to optimize the number of
gates needed for general operations [6–15].

In situations where the input for a quantum computer or a
quantum communication protocol is a known quantum state,
we are not interested in performing a completely defined

unitary transformation. Instead, we aim only to prepare a given
state |φ〉, i.e., to perform a transformation from an initial state
|ψ〉 to a different target state, |ψ〉 → |φ〉, where a whole class
of unitaries U fulfills the condition U |ψ〉 = |φ〉.

It is known that one needs an exponential number of CNOT
gates to prepare a generic quantum state; i.e., in the leading
order this number is NCNOT = c · 2n, where c is a prefactor and
n is the number of qubits. Any optimization can only decrease
the prefactor but cannot beat the exponential dependence. The
best known result so far is c = 1 [9]. Here we give an explicit
quantum circuit reducing the prefactor to c = 23

24 for n even.
Specifically, using our scheme we decrease the known upper
bound from 11 CNOT gates to 9 for four qubits and from 57
CNOT gates down to 46 for six qubits, keeping the existing
bound of 26 CNOT gates for five qubits. The lower bounds are
6, 13, and 29 CNOT gates, respectively (see below).

The reduction of the overall number of CNOT gates might
be, however, not the only aim of the optimization procedure.
In searching for efficient algorithms, the depth of the quantum
circuit, i.e., the minimal number of computation steps required
for accomplishing the computation, is crucial [16]. In a general
case, the depth might be as high as the overall number of CNOT
gates, not allowing us to perform more than one gate in parallel
as is the case in Ref. [9]. In our scheme the depth is at most
half the number of CNOT gates; i.e., at least two gates can be
implemented in parallel in every step.

II. LOWER BOUNDS

A general n-qubit pure state is fully described by 2n+1 − 2
real parameters. During the preparation process, these param-
eters are introduced sequentially by performing single-qubit
rotations (in which each rotation introduces three Euler angles)
along with CNOT gates. CNOT gates as such do not introduce
any parameters, but they are a kind of barriers that separate
one-qubit rotations such that they cannot merge into a resulting
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Fig. 56. Circuit for four qubit-state preparation. The four phases of the circuit are indicated in dashed boxes.

Fig. 57. Verification of 4-qubit state preparation on ibmqx2, which is a 5-qubit machine. The last qubit is
not used in the circuit. The above histogram shows that, the state prepared in ibmqx2 has nonzero overlaps
with basis states that are orthogonal to the target state to be prepared.

where Sz is the single qubit π/2 rotation around the z-axis. De!ne Ũ , Ṽ by Ũ = E†UE and
Ṽ = E†VE. Let Ã, B̃ be the real, unitary matrices diagonalizing the eigenvectors of Ũ ŨT and VṼT ,
respectively. Set X = ÃT B̃ and Y = V †B̃T ÃU . Then EXE† and EYE† are in SU (2)⊗2 and we choose
A,B,C,D such that

(AS†z ) ⊗ (Beiπ /4) = EXE† and C ⊗ (SzD) = EYE†.

By virtue of this construction, the above circuit is algebraically identical to U .

18.5 Four !bit State Preparation
For e"cient four qubit state preparation we use the recipe in Reference [97]. Results in the previous
sections show that any two-qubit state requires 1 CNOT gate, any two-qubit operator requires
three CNOT gates, and the Schmidt decomposition of a four qubit state requires two CNOT gates.
From this we see that we should be able to write a circuit initializing any four-qubit state with
only 9 CNOT gates in total, along with 17 one-qubit gates. This represents the second most simple
case of the Schmidt decomposition, which we write in combination with our generic expression
for 2-qubit gates as shown in Figure 56. The above circuit naturally breaks down into four distinct
stages, as shown by the separate groups surrounded by dashed lines. During the !rst stage, we
initialize the !rst two qubits to a speci!c state relating to a Schmidt decomposition of the full 4
qubit state. Stage two consists of two CNOT gates relating the !rst and last qubits. Stages three and
four are generic circuits representing the unitary operators associated to the orthonormal bases in
the Schmidt decomposition.

ACM Transactions on Quantum Computing, Vol. 3, No. 4, Article 18. Publication date: July 2022.

#CNOT: 2nà23/24 x 2n for even n
                      115/96 x 2n for odd n

Scmidt Decomposition

Circuit Optimization with circuit identity:
- Z with Ctrl qubit of CNOT
- X with Trgt qubit of CNOT

Evaluation: #CNOT or Circuit Depth
Depth: 23/48 x 2n for even n
           115/192 x 2n for odd n
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Theorem 2.2.1 — Schmidt decomposition. Consider quantum systems A and B with dimen-
sions dA,dB respectively, and let d = min(dA,dB). Any pure bipartite state |YiAB has a Schmidt
decomposition

|YiAB =
d

Â
i=1

li|uiiA|viiB, (2.16)

where li � 0 and {|uiiA}i,{|viiB}i are orthonormal vector sets. The coefficients li are called the
Schmidt coefficients and |uiiA, |viiB the Schmidt vectors.

We discussed the proof of the theorem in the video module; you can also find a detailed proof in
Section 2.5 of [NC01]. The main idea is to start by expressing |YiAB = Â j,k a j,k| jiA|kiB using the
standard bases of A and B, and then write the singular value decomposition of the dA ⇥dB matrix
with coefficients a j,k to recover the li (the singular values) and the |uiiA (the left eigenvectors) and
the |viiB (the right eigenvectors).

The Schmidt decomposition has many interesting consequences. A first consequence is that it
provides a simple recipe for computing the reduced density matrices: given a state of the form (2.16),
we immediately get rA = Âi l 2

i |uiihui|A, and rB = Âi l 2
i |viihvi|B. An important observation is that

rA and rB have the same eigenvalues, which are precisely the squares of the Schmidt coefficients.
As a consequence, given any two density matrices rA and rB, there exists a pure bipartite state
|YiAB such that rA = TrB(|YihY|AB) and rB = TrA(|YihY|AB) if and only if rA and rB have the
same spectrum! Without the Schmidt decomposition this is not at all an obvious fact to prove.

The same observation also implies that the Schmidt coefficients are uniquely defined: they are
the square roots of the eigenvalues of the reduced density matrix. The Schmidt vectors are also
unique, up to degeneracy and choice of phase: if an eigenvalue has an associated eigenspace of
dimension 1 only then the associated Schmidt vector must be the corresponding eigenvector. If
the eigenspace has dimension more than 1 we can choose as Schmidt vectors any basis for the
subspace. And note that in (2.16) we can always multiply |uii by eiqi , and |vii by e�iqi , so there is a
phase degree of freedom.

Another important consequence of the Schmidt decomposition is that it provides us with a way
to measure entanglement between the A and B systems in a pure state |YABi. A first, rather rough
but convenient such measure is given by the number of non-zero coefficients l j. This measure is
the so-called Schmidt rank. If the Schmidt rank is 1 then the state is a product state, and if it is
strictly larger than 1 then the state is entangled.

Definition 2.2.2 — Schmidt rank. For any bipartite pure state with Schmidt decomposition
|YiAB = Âd

i=1 li|aiiA|biiB, the Schmidt rank is defined as the number of non-zero coefficients li.
It is also equal to rank(rA) and rank(rB).

The Schmidt coefficients provide a finer way to measure entanglement than the Schmidt rank. A
natural measure, called “entropy of entanglement”, consists in taking the entropy of the distribution
specified by the squares of the coefficients. If the entropy is 0 then there is only a single coefficient
equal to 1, and the state is not entangled. But as soon as the entropy is positive the state is entangled.
This measure is finer than the Schmidt rank. For example, it distinguishes the entanglement in the
two states

|Yi= 1p
2
|00i+ 1p

2
|11i and |fi=

p
1� e|00i+

p
e|11i.

For small 0 < e < 1/2 both states have the same Schmidt rank, but the first one has entanglement
entropy 1 whereas the second has entanglement entropy H(e) (where H is the binary entropy
function) going to 0 as e ! 0. This is the reason why we call the EPR pair “maximally entangled”:



QSP: Scmidt Decomposition

• To generate a circuit for the creation of a quantum state | ⟩𝑠 , 
we first need to express the state in terms of two subspaces 𝑉 and 𝑊 such that span Hilbert 
space. 

• With the orthonormal basis 𝑓!, ⋯ , 𝑓" ∈ 𝑉 and 𝑔!, ⋯ , 𝑔" ∈ 𝑊, 
| ⟩𝑠 is represented as a linear combination of these basis vectors: | ⟩𝑠 = ∑#,% 𝑏#,% . 𝑓#⨂𝑔%.

• The Singular Value Decomposition (SVD) of the matrix 𝑀 = 𝑏#% is computed as 
𝑀 = 𝑈!𝑈&

𝐴
0 𝑉∗.

• The entries of the diagonal matrix 𝐴 build the set 𝛼!, ⋯ , 𝛼( , which defines the Schmidt 
decomposition of | ⟩𝑠 , | ⟩𝑠 = ∑#)!( 𝛼# . 𝑢#⨂𝑣#, 𝛼# ∈ ℝ ≥ 0, where ∑#)!( 𝛼# = 1, where 𝛼!, ⋯ , 𝛼(
are Schmidt coefficients for the Schmidt basis 𝑢# , 𝑣% .

11



QSP: Scmidt Decomposition

• 𝑈⨂𝑉 𝐶𝑁𝑂𝑇*+!! ⨂⋯⨂𝐶𝑁𝑂𝑇*+** 𝐵⨂𝐼 | ⟩0 ⨂*

• = 𝑈⨂𝑉 𝐶𝑁𝑂𝑇*+!! ⨂⋯⨂𝐶𝑁𝑂𝑇*+** ∑#)!&! 𝑏#! | ⟩𝑒# | ⟩𝑒!
• = 𝑈⨂𝑉 ∑#)!&! 𝑏#! | ⟩𝑒# | ⟩𝑒#
• = ∑#)!&! 𝑏#! 𝑈| ⟩𝑒# 𝑉| ⟩𝑒#

12
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Fig. 53. Schmidt decomposition.

where addition in the above is performed modulo 2. Therefore, the action of the operator T asso-
ciated to the above circuit on the basis vector |00 . . . 0〉 is

T |00 . . . 0〉 = (U ⊗ V )
(
C1

n+1 ⊗ C2
n+2 ⊗ · · · ⊗ Cn

2n

)
(B ⊗ I ) |00 . . . 0〉

= (U ⊗ V )
(
C1

n+1 ⊗ C2
n+2 ⊗ · · · ⊗ Cn

2n

) 2n∑

i=1
bi1 |ei 〉 |e1〉

= (U ⊗ V )
2n∑

i=1
bi1 |ei 〉 |ei 〉

=

2n∑

i=1
bi1 (U |ei 〉) (V |ei 〉) = !!ψ 〉

.

Thus, we see that the above circuit performs precisely the sum desired from the Schmidt decom-
position.

To get the precise values of U ,V , and B, we write !!ψ 〉
=

∑2n

i, j=1 ai j |ei 〉 |ej 〉 for some constants
ai j ∈ C and de!ne A to be the 2n × 2n matrix whose entries are the ai j ’s. Then, comparing this to
our previous expression for !!ψ 〉, we see

2n∑

i, j=1
ai j |ei 〉 |ej 〉 =

2n∑

k=1
bk1 (U |ek 〉) (V |ek 〉).

Multiplying on the left by 〈ei | 〈ej | this tells us

ai j =

2n∑

k=1
bk1uikvjk ,

where here uik = 〈ei |U |ek 〉 and vjk = 〈ej |V |ek 〉 are the i,k’th and j,k’th entries of U and V ,
respectively. Encoding this in matrix form, this tells us

V diag(bi1, . . . ,bin )UT = A.

Then to calculate the value of U ,V , and the bi1’s, we use the fact that V is unitary to calculate:

A†A = UT †diag( |bi1 |2, . . . , |bin |2)UT .

Thus, if we let |λ1 |2, . . . , |λn |2 be the eigenvalues ofA†A, and letU to be a unitary matrix satisfying

UTA†AUT † = diag( |λ1 |2, . . . , |λN |2),

ACM Transactions on Quantum Computing, Vol. 3, No. 4, Article 18. Publication date: July 2022.
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QSP: Scmidt Decomposition

• To get the precise values of 𝑈, 𝑉, and 𝐵, we write | ⟩𝑠 = ∑#,%)!&! 𝛼#% | ⟩𝑒# A B𝑒% for some constants 
𝛼#% ∈ ℂ, and define 𝐴 = 𝛼#% . Then, ∑#,%)!&! 𝛼#% | ⟩𝑒# A B𝑒% = ∑#)!&! 𝑏#! 𝑈| ⟩𝑒# 𝑉| ⟩𝑒# .

• Multiplying	⟨ |𝑒# P A𝑒% on	the	left	part,	then	𝛼#% = ∑")!&! 𝑏"!𝑢#"𝑣%",	where	𝑢#" = 𝑒# 𝑈 𝑒" and	
𝑣%" = 𝑒% 𝑉 𝑒" .	They	respectively	corresponds	to	𝑈#" and	𝑉%"
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• Circuit with Optimal Depth (at the cost of exponential qubits)
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Quantum State Preparation with Optimal Circuit Depth:
Implementations and Applications

Xiao-Ming Zhang, Tongyang Li, and Xiao Yuan *
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and School of Computer Science, Peking University, Beijing 100871, China
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Quantum state preparation is an important subroutine for quantum computing. We show that any n-qubit
quantum state can be prepared with a ΘðnÞ-depth circuit using only single- and two-qubit gates, although
with a cost of an exponential amount of ancillary qubits. On the other hand, for sparse quantum states with
d ⩾ 2 nonzero entries, we can reduce the circuit depth to ΘðlogðndÞÞ with Oðnd log dÞ ancillary qubits.
The algorithm for sparse states is exponentially faster than best-known results and the number of ancillary
qubits is nearly optimal and only increases polynomially with the system size. We discuss applications of
the results in different quantum computing tasks, such as Hamiltonian simulation, solving linear systems
of equations, and realizing quantum random access memories, and find cases with exponential reductions
of the circuit depth for all these three tasks. In particular, using our algorithm, we find a family of linear
system solving problems enjoying exponential speedups, even compared to the best-known quantum and
classical dequantization algorithms.

DOI: 10.1103/PhysRevLett.129.230504

The speed limit of quantum state preparation is a
question with fundamental and practical interests, deter-
mining the efficiency of inputting classical data into a
quantum computer, and playing as a critical subroutine
for many quantum algorithms, such as in machine learning
[1–3] and Hamiltonian simulations [4,5]. Without ancillary
qubits, an exponential circuit depth is inevitable to prepare
an arbitrary quantum state [6–16] and the optimal result
Θð2n=nÞ was recently obtained by Sun et al. [17].
Leveraging ancillary qubits, the circuit depth could be
reduced to be subexponential scaling [17–23], yet in the
worse case with an exponential number of ancillas. Very
recently, the optimal circuit depth ΘðnÞ was achieved by
Refs. [17,21] with Oð2nÞ [17] and Õð2nÞ [21] ancillary
qubits.
Despite the previous results in minimizing circuit depth,

the subexponential circuit depth is only achieved at the cost
of exponential space complexity. Moreover, when consid-
ering applications in the field of quantummachine learning,
strong data structure assumptions leave space for quantum-
inspired classical algorithms. With a classical data structure
enabling l2 sampling, there are classical algorithms with
polylogarithmic runtime dequantizing the quantum algo-
rithms for recommendation systems [24], solving linear
systems [25,26], semidefinite programs [27], etc. These
results show that space resources should not be neglected
when discussing the quantum exponential advantages.
In practice, the data may behave with a certain structure.

Indeed, if the one imposes certain restrictions on the target
quantum states, the circuit depth and the ancillary qubit

number might be further reduced [28–34]. A typical
scenario that has both theoretical and practical relevance
is the sparse data structure, such as sparse classical data,
Hamiltonians of physics systems, etc. Using a constant
number of ancillary qubits, arbitrary d-sparse quantum
states (with d nonzero entries) can be prepared using a
circuit depth of OðdnÞ [28–31]. However, it was unclear if
the sparse preparation procedure could be further sped up
with more, but polynomial, ancillary qubits. The funda-
mental speed limit of sparse state preparation is still an
open question, which is important for studying the ultimate
power of quantum machine learning algorithms.
In this Letter, we study the speed limit of quantum state

preparation. We first develop a deterministic algorithm
(independent of Refs. [17,21]) for preparing an arbitrary
quantum state with optimal circuit depth ΘðnÞ and Oð2nÞ
ancillary qubits. The scheme requires a much more sparse
connectivity than Ref. [17], as each qubit connects to a
constant number of other qubits. We next introduce an
algorithm for d-sparse quantum states (d ⩾ 2) that achieves
the optimal circuit depth ΘðlogðndÞÞ, exponentially faster
than the best-known results [28–30]. The sparse state
preparation requires Oðnd log dÞ ancillary qubits, which
is also nearly optimal. Based on the results, we find a
family of linear system tasks that can be solved with the
circuit depth and the number of ancillary qubits being
OðpolyðnÞÞ, and hence show an exponential improvement
compared to the best known quantum and classical
dequantization algorithms. We also show how our tech-
niques can be applied to improving Hamiltonian simula-
tions and quantum random access memories (QRAMs).
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Access model.—A general n-qubit state can be
expressed as

jψi ¼
XN−1

k¼0

akjki; ð1Þ

with N ¼ 2n, ak ∈ C,
PN−1

k¼0 jakj2 ¼ 1, and jki≡
jknkn−1 $ $ $ k1i being the basis with bits kj for
j ¼ 1; 2;…; n. Before discussing our state preparation
protocol, we first introduce how our quantum circuit
accesses the classical description of a target quantum state.

Let bn;k ≡ jakj, bl;j ≡
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jblþ1;2jj2 þ jblþ1;2jþ1j2

q
for

0⩽l⩽n − 1, θl;j ¼ arccosðbl;2j=bl−1;jÞ for bl−1;j ≠ 0, and
θl;j ¼ 0 for bl−1;j ¼ 0. We require classical preprocessing
to calculate θl;j, and argðakÞ. Here, bl;j are recursively
defined so that we can encode the amplitudes in a treelike
fashion allowing parallelization. This recursive definition is
not required for phase argðakÞ, because after encoding the
amplitude, the phase can be encoded with a single layer of
phase gates (see Sec. I of Ref. [35] for details). The
preprocessing takes time OðNÞ by sequential calculations,
or OðlogNÞ by parallel calculations with OðNÞ space
complexity. These complexities are optimal because read-
ing and writing N values already require ΩðNÞ resource.
For sparse quantum state with d nonzero elements, the

quantum state can be expressed as

jψi ¼
Xd−1

k¼0

ψkjqki; ð2Þ

where ψk ∈ C and qk is the index (with n digits) of the kth
nonzero entries. We assume d ¼ 2ñ with integer ñ,
which can be always satisfied by appending jqki with

zero amplitude. Similarly, we let b0n;k ≡ jψkj, b0l;j ≡ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jb0lþ1;2jj2 þ jb0lþ1;2jþ1j2

q
for 0⩽l⩽ñ − 1, and θ0l;j≡

arccosðb0l;2j=b0l−1;jÞ, and require classical preprocessing
to calculate θ0l;j, argðψkÞ. The value of qk should also be
encoded to the circuit. The preprocessing time is OðndÞ for
sequential calculation, or OðlogðndÞÞ for parallel calcu-
lation with OðndÞ space complexity.
The calculated angles and the labels of nonzero basis

jqki for sparse states can then be directly mapped to the
parameters of the quantum circuit, so the time complexity
for generating quantum circuits are identical to the pre-
processing time. Note that the preprocessing only needs to
be performed once for preparing arbitrary copies of state.
Here and after, we assume that the classical preprocessing
has been completed.
Quantum state preparation.—Without loss of generality,

the task of quantum state preparation is to prepare jψi from
an initial product state j0i⊗n using single- and two-qubit

gates. The qubit layout of our protocol is illustrated in
Figs. 1(a) and 1(b). There is an (nþ 1)-layer binary tree of
qubits, H. The lth layer of H is denoted as Hl, and its jth
qubit is denoted as Hl;j. The lth layer of H is connected to
the leaf layer of another binary tree Vl with (lþ 1) layers.
In this layout, each qubit connects to at most constant
number of the other qubits, while Ref. [17] assumes that
two-qubit gates can be applied on any two qubits. With the
qubit layout above and the access model introduced
previously, we have the following result.
Theorem 1: (Arbitrary quantum state preparation)

With only single- and two-qubit gates, an arbitrary n-qubit
quantum state can be deterministically prepared with a
circuit depth ΘðnÞ and OðNÞ ancillary qubits.
Our method saturates the circuit depth lower boundΩðnÞ

[17,19]. Below we sketch our protocol and refer to Sec. I
of [35] for the formal description.
The root of H is initialized as j1i and all other qubits are

initialized as j0i. The protocol contains 5 stages. In stage 1,
with a OðnÞ layer of CNOT and single qubit gates, H is
prepared as

jψ stage 1i ¼
X2n−1

k¼0

akj1iH0
⊗
n

l¼1
jðk; lÞi0Hl

; ð3Þ

where j1iH0
the state of H0, and jðk; lÞi0Hl

is the state of Hl.
Here ðk; lÞ≡ knkn−1 $ $ $ kn−lþ1 represents the last l digits of

FIG. 1. (a) Layout of binary tree H. Each block represents a
qubit. (b) Layout of binary tree V2, which connects to the second
layer of H with dashed box, i.e., H2. Here, V2;root is V2;2;0. In (a)
and (b), CNOT gates are only applied at qubit pairs connected by
solid lines. (c) CNOT gate between two distant qubits (black
circles) based on pre-shared Bell states (blue circles).Mx;z and X,
Z represent measurements and Pauli gates [40].
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Access model.—A general n-qubit state can be
expressed as

jψi ¼
XN−1

k¼0

akjki; ð1Þ

with N ¼ 2n, ak ∈ C,
PN−1

k¼0 jakj2 ¼ 1, and jki≡
jknkn−1 $ $ $ k1i being the basis with bits kj for
j ¼ 1; 2;…; n. Before discussing our state preparation
protocol, we first introduce how our quantum circuit
accesses the classical description of a target quantum state.

Let bn;k ≡ jakj, bl;j ≡
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jblþ1;2jj2 þ jblþ1;2jþ1j2

q
for

0⩽l⩽n − 1, θl;j ¼ arccosðbl;2j=bl−1;jÞ for bl−1;j ≠ 0, and
θl;j ¼ 0 for bl−1;j ¼ 0. We require classical preprocessing
to calculate θl;j, and argðakÞ. Here, bl;j are recursively
defined so that we can encode the amplitudes in a treelike
fashion allowing parallelization. This recursive definition is
not required for phase argðakÞ, because after encoding the
amplitude, the phase can be encoded with a single layer of
phase gates (see Sec. I of Ref. [35] for details). The
preprocessing takes time OðNÞ by sequential calculations,
or OðlogNÞ by parallel calculations with OðNÞ space
complexity. These complexities are optimal because read-
ing and writing N values already require ΩðNÞ resource.
For sparse quantum state with d nonzero elements, the

quantum state can be expressed as

jψi ¼
Xd−1

k¼0

ψkjqki; ð2Þ

where ψk ∈ C and qk is the index (with n digits) of the kth
nonzero entries. We assume d ¼ 2ñ with integer ñ,
which can be always satisfied by appending jqki with

zero amplitude. Similarly, we let b0n;k ≡ jψkj, b0l;j ≡ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jb0lþ1;2jj2 þ jb0lþ1;2jþ1j2

q
for 0⩽l⩽ñ − 1, and θ0l;j≡

arccosðb0l;2j=b0l−1;jÞ, and require classical preprocessing
to calculate θ0l;j, argðψkÞ. The value of qk should also be
encoded to the circuit. The preprocessing time is OðndÞ for
sequential calculation, or OðlogðndÞÞ for parallel calcu-
lation with OðndÞ space complexity.
The calculated angles and the labels of nonzero basis

jqki for sparse states can then be directly mapped to the
parameters of the quantum circuit, so the time complexity
for generating quantum circuits are identical to the pre-
processing time. Note that the preprocessing only needs to
be performed once for preparing arbitrary copies of state.
Here and after, we assume that the classical preprocessing
has been completed.
Quantum state preparation.—Without loss of generality,

the task of quantum state preparation is to prepare jψi from
an initial product state j0i⊗n using single- and two-qubit

gates. The qubit layout of our protocol is illustrated in
Figs. 1(a) and 1(b). There is an (nþ 1)-layer binary tree of
qubits, H. The lth layer of H is denoted as Hl, and its jth
qubit is denoted as Hl;j. The lth layer of H is connected to
the leaf layer of another binary tree Vl with (lþ 1) layers.
In this layout, each qubit connects to at most constant
number of the other qubits, while Ref. [17] assumes that
two-qubit gates can be applied on any two qubits. With the
qubit layout above and the access model introduced
previously, we have the following result.
Theorem 1: (Arbitrary quantum state preparation)

With only single- and two-qubit gates, an arbitrary n-qubit
quantum state can be deterministically prepared with a
circuit depth ΘðnÞ and OðNÞ ancillary qubits.
Our method saturates the circuit depth lower boundΩðnÞ

[17,19]. Below we sketch our protocol and refer to Sec. I
of [35] for the formal description.
The root of H is initialized as j1i and all other qubits are

initialized as j0i. The protocol contains 5 stages. In stage 1,
with a OðnÞ layer of CNOT and single qubit gates, H is
prepared as

jψ stage 1i ¼
X2n−1

k¼0

akj1iH0
⊗
n

l¼1
jðk; lÞi0Hl

; ð3Þ

where j1iH0
the state of H0, and jðk; lÞi0Hl

is the state of Hl.
Here ðk; lÞ≡ knkn−1 $ $ $ kn−lþ1 represents the last l digits of

FIG. 1. (a) Layout of binary tree H. Each block represents a
qubit. (b) Layout of binary tree V2, which connects to the second
layer of H with dashed box, i.e., H2. Here, V2;root is V2;2;0. In (a)
and (b), CNOT gates are only applied at qubit pairs connected by
solid lines. (c) CNOT gate between two distant qubits (black
circles) based on pre-shared Bell states (blue circles).Mx;z and X,
Z represent measurements and Pauli gates [40].
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Many quantum algorithms, such as the Harrow-Hassidim-Lloyd (HHL) algorithm, depend on oracles that
efficiently encode classical data into a quantum state. The encoding of the data can be categorized into two
types: analog encoding, where the data are stored as amplitudes of a state, and digital encoding, where they are
stored as qubit strings. The former has been utilized to process classical data in an exponentially large space
of a quantum system, whereas the latter is required to perform arithmetics on a quantum computer. Quantum
algorithms such as HHL achieve quantum speedups with a sophisticated use of these two encodings. In this
work, we present algorithms that convert these two encodings to one another. While quantum digital-to-analog
conversions have implicitly been used in existing quantum algorithms, we reformulate it and give a generalized
protocol that works probabilistically. On the other hand, we propose a deterministic algorithm that performs a
quantum analog-to-digital conversion. These algorithms can be utilized to realize high-level quantum algorithms
such as a nonlinear transformation of amplitudes of a quantum state. As an example, we construct a “quantum
amplitude perceptron,” a quantum version of the neural network that hence has a possible application in the area
of quantum machine learning.

DOI: 10.1103/PhysRevA.99.012301

I. INTRODUCTION

A wide variety of quantum algorithms that potentially
give quantum speedups over classical computers has been
proposed. The problems that are efficiently solved by existing
quantum algorithms can be divided into two types: those
where input data of a problem is relatively small in size but
the problem itself is hard classically, and those where the
input of a problem is exponentially large, making it hard
to handle on classical computers. The former are solved by
algorithms such as Shor’s factoring [1] or by quantum chem-
istry calculations [2]. On the other hand, there are algorithms
that solve problems categorized as the latter. They achieve
quantum speedups only if an oracle that encodes N classical
data in O[poly(log2 N )] time exists [3]. A famous example
is the Harrow-Hassidim-Lloyd (HHL) algorithm [4], which is
an algorithm to apply an inverse A−1 of a matrix A to a (N =
2n)-dimensional vector {cj }Nj=1. It requires us to construct a
quantum state,

N∑

j=1

cj |j 〉, (1)

where {cj }Nj=1 is normalized to satisfy
∑N

j=1 |cj |2 = 1. Data
encoding in the format of Eq. (1) is crucial for all HHL-
based algorithms [5–8] and others [9,10]. We will call the

*mitarai@qc.ee.es.osaka-u.ac.jp
†fujii.keisuke.2s@kyoto-u.ac.jp

state of Eq. (1) an “analog-encoded” state since data are
encoded into analog quantities, that is, complex amplitudes of
a quantum state. Here we define an analog-encoding unitary
transformation UA({cj }) by

UA({cj })|0〉 =
∑

j

cj |j 〉. (2)

Another approach is to encode m bits of binary data into
qubit strings. Let N and dj = {d (k)

j }mk=1 (d (k)
j = 0, 1, j =

1, . . . , N ) be the number of binary data provided and the data
bit strings. In this approach, data are encoded as follows:

1√
N

N∑

j=1

|j 〉|dj 〉 = 1√
N

N∑

j=1

|j 〉
∣∣d (m)

j · · · d (1)
j

〉
. (3)

We will call this state a “digital-encoded” state. For example,
quantum algorithms for solving semidefinite programs (SDPs)
[11,12] depend on this encoding. Similarly to an analog-
encoding unitary transformation, we define a digital-encoding
unitary transformation by

UD ({d j })|j 〉|0〉 = |j 〉|dj 〉. (4)

UD is often called quantum random access memory (QRAM).
References [13,14] have provided a protocol which employs
qutrits to speed up a memory call to O(log2

2 N ) two-body
interaction gates. Their method is promising compared to a
conventional method that requires O(N ) operations. It might
be worth noting that in the context of QRAM, it is usually
assumed that we already have “memory cells” which store

2469-9926/2019/99(1)/012301(8) 012301-1 ©2019 American Physical Society
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FIG. 1. (a) Schematic sketch of analog encoding and digital
encoding. QDAC and QADC mediate these two encodings. (b) A
brief flowchart of the HHL algorithm [4]. {|aj 〉} denote eigenvectors
of a Hermitian matrix A, each corresponding to eigenvalues {λj }. χj

are complex numbers such that
∑N

j=1 xj |j〉 =
∑N

j=1 χj |aj 〉.

data in the form accessible from a quantum computer. The
O(log2

2 N ) operations do not include the construction of them.
Many quantum algorithms sophisticatedly use these two

types of encodings. For example, in the HHL algorithm [4],
an analog-encoded state given by Eq. (1) is put through a
quantum phase estimation algorithm that digitally encode
eigenvalues {λj } of a matrix A, and then the inverse of
them is multiplied to the amplitudes by controlled rotations
[Fig. 1(b)]; in quantum Metropolis sampling [15], energy
eigenvalue {Ej } of a Hamiltonian is first digitally encoded
by the phase estimation and then the encoded energies are
transferred to amplitudes in the form of e−β(Ej −Ek ), again
using controlled rotations.

In this paper, we investigate the relation between these
two different encoding methods. Specifically, we concentrate
on conversions between these two encodings; can you go
from digital encoding to analog encoding [quantum digital-to-
analog conversion (QDAC)] or the other way around [quan-
tum analog-to-digital conversion (QADC)]? DAC and ADC
play important roles in classical information processing since
digitally stored data are easier to handle than analog data,
which physical systems generate and are driven by. QDAC
and QADC can be regarded as quantum analogs of them,
and therefore there is a possibility that they stimulate the
construction of more sophisticated quantum algorithms.

First, we formulate these problems. It is shown that QDAC
can be implemented probabilistically and QADC determinis-
tically. A special case of QDAC, in fact, has implicitly been
employed in existing algorithms such as HHL and quantum
Metropolis samplings. We unify those techniques and give a
generalized procedure. QDAC and QADC algorithms provide
an insight into what should be done in digital or analog encod-
ings. Also, as an application, we show that a QADC-QDAC

combined method can be utilized to perform almost arbitrary
nonlinear transformations of amplitudes of a quantum state.
This result can be utilized, for example, for a purpose of
constructing quantum machine-learning algorithms.

This paper is organized as follows. First, in Sec. II, we sum-
marize the algorithms we use as subroutines and define the
QADC and QDAC problem. In Sec. III, we review the QDAC
procedures that have implicitly been utilized in existing al-
gorithms. We also present the generalized QDAC procedure.
Then, in Sec. IV, we present an algorithm to perform QADC.
In Sec. V, we provide applications of QADC and show that
QADC combined with QDAC provides a way to perform a
nonlinear transformation of amplitudes of a quantum state.

II. PRELIMINARY

Here we summarize some useful results from existing
works along with definitions of terms. Throughout this paper,
N = 2n denotes the number of data.

Fact 1. Analog-encoding unitary [16,17]. For given
classical data {xj }Nj=1 ∈ RN such that

∑N
j=1 x2

j = 1, a
binary-tree-like classical data structure can be constructed
in time O(N log2

2 N ) on a classical computer. With
this structure, there exists a quantum algorithm that
constructs an analog-encoding unitary UA({xj }Nj=1) with
O[log2 Npoly(log2 log2 N )] single- and two-qubit gates.

We use the phase-estimation algorithm stated below as a
key ingredient of our QADC algorithm.

Fact 2. Phase estimation [18]. Let U be a unitary op-
erator acting on M-qubit Hilbert space with eigenstates
{|ψj 〉}2M

j=1 and corresponding eigenvalues {e2π iφj }2M

j=1, where
φj ∈ [0, 1). Let ε = 2−m for some positive integer m. There
exists a quantum algorithm, which consists of O(1/ε)
controlled-U calls and O[log2

2(1/ε)] single- and two-qubit
gates, that performs transformation

∑2M

j=1 aj |ψj 〉|0〉⊗m →
|ψPE〉 =

∑2M

j=1 aj |ψj 〉|φ̃j 〉, where φ̃j denotes a bit string

φ̃j
(1)

φ̃j
(2) · · · φ̃j

(m) such that |
∑m

k=1 φ̃
(k)
j 2−k − φj | ! ε for all

j with state fidelity at least 1 − poly(ε).
We say that |ψ̃〉 has fidelity 1 − δ with |ψ〉 when

|〈ψ̃ |ψ〉| = 1 − δ. The phase-estimation algorithm can also be
viewed as a digital-encoding unitary transformation, where
the address is replaced by eigenstates of U .

Next we state a version of the amplitude-amplification
technique.

Fact 3. Amplitude amplification [19]. Suppose we have
a unitary operator U that acts on M-qubit Hilbert space as
U |0〉⊗M = α|ψ〉|0〉 + β|G〉|1〉, where |ψ〉, |G〉 are arbitrary
(M − 1)-qubit states. Then, the probability of getting |ψ〉|0〉
can be made close to unity by O(1/|α|) application of U .

We define QDAC as follows.
Definition 1. QDAC. Let {dj }Nj=1 be a set of real numbers in

[0,1), each of which is represented by dj =
∑m

k=1 d
(k)
j 2−k with

binary variables d
(k)
j ∈ {0, 1}. Let dj denote the m-bit string

d
(1)
j · · · d (m)

j . An m-bit QDAC operation transforms digital-

encoded state 1√
N

∑N
j=1 |j 〉|dj 〉 to C

∑N
j=1 dj |j 〉|0〉⊗m, where

C is a normalization constant.
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• Analog encoding: Data is encoded into analog quantities, complex amplitude of a quantum state 
with unitary transformation 𝑈- 𝑐%  as 𝑈- 𝑐% | ⟩0 = ∑% 𝑐%| ⟩𝑗 .

• Digital encoding: Data, m bits of binary string, is encoded into qubit strings with unitary 
transfomation 𝑈. 𝑑%  as 𝑈. 𝑑% | ⟩𝑗 | ⟩0 = | ⟩𝑗 A B𝑑%

• Phase estimation: Let 𝑈 be a unitary operator acting on 𝑀-qubit Hilbert space with eigenstates 

A B𝜓% %)!
&"

 and corresponding eigenvalues 𝑒&/#0# %)!
&"

, where 𝜙% ∈ [0,1). Let 𝜖 = 21( for positive 

integer 𝑚. There exists a quantum algorithm transforming ∑%)!&" 𝑎%A B𝜓% | ⟩0
⨂( ⟶

| ⟩𝜓23 ∑%)!&" 𝑎%A B𝜓% A Bi𝜙%  such that ∑")!( i𝜙%
(") − 21" ≤ 𝜖 for all 𝑗 with state fidelity at least 1-

poly(𝜖)

• Amplitude Amplification:  Suppose that we have a unitary operator 𝑈 that acts on 𝑀-qubit 
Hilbert space as 𝑈| ⟩0 ⨂6 = 𝛼| ⟩𝜓 | ⟩0 + 𝛽| ⟩𝐺 | ⟩1 , where | ⟩𝜓 , | ⟩𝐺  are arbitrary (𝑀-1)-qubit states. 
Then, the prob. of getting | ⟩𝜓 | ⟩0  can be made close to 1 by 𝑂 ⁄1 𝛼  applications of 𝑈
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• Quantum arithmetics: Let a, b be m-bit strings. There exists a quantum algorithm that performs 
transformation | ⟩𝑎 | ⟩𝑏 → | ⟩𝑎 | ⟩𝑎 + 𝑏  or | ⟩𝑎 | ⟩𝑏 → | ⟩𝑎 | ⟩𝑎𝑏  with O(poly(m)) single- and two-qubit 
gates.

• Quantum functions: Some basic functions such as inverse, trigonometric functions, square root, 
and inverse trigonometric functions can be calculated to accuracy 𝜖. That is, we can perform a 
transformation | ⟩𝑎 | ⟩0 → | ⟩𝑎 A Bq𝑓(𝑎)  such that q𝑓 𝑎 − 𝑓(𝑎) ≤ 𝜖 where 𝑓(𝑎) is the objective 
function, using O(poly(log& ⁄1 𝜖)) quantum arithmetics
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• QDAC with ancilla. There exists a quantum algorithm that performs 𝑚-bit QDAC using 
𝑂 𝑝𝑜𝑙𝑦 log& ⁄1 𝜖  single- and two-qubit gates and one 𝑈.

7 where 𝜖 = 21( with ∑%)!8 ⁄𝑑%& 𝑁.

• Procedures:
1. (Compute 𝜑# =

$
%
cos&' 𝑑#  by quantum arithmetic) 

'
(
∑#)'( | ⟩𝑗 , -𝑑# | ⟩0

⨂* ⟶ '
(
∑#)'( | ⟩𝑗 , -𝑑# , -𝜑# , where 𝜑# = ∑+)'* 𝜑#

(+)2&+.

2. (Add ancilla | ⟩0 . and Perform controlled rotation 𝑅/ 𝜋𝜑#  on the ancilla,
1
𝑁
4
#)'

(

| ⟩𝑗 , -𝑑# , -𝜑# | ⟩0 . ⟶
1
𝑁
4
#)'

(

| ⟩𝑗 , -𝑑# , -𝜑# 𝑑#| ⟩0 . + 1 − 𝑑#$| ⟩1 .

3. (Measure ancilla in the computational basis) 

  With prob. ∑#)'( ⁄𝑑#$ 𝑁, we obtain C∑#)'( 𝑑#| ⟩𝑗 , -𝑑# , -𝜑# | ⟩0 . where 𝐶 = ∑#)'( 𝑑#$
&'

4. (Uncompute 𝜑#  and apply 𝑈0
1) C∑#)'( 𝑑#| ⟩𝑗
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• For the amplitudes c9 9)!
:

of a quantum state, there are three versions of QADC.

• Absolute QADC: Let �̃�% denote the 𝑚-bit string �̃�%
(!), . . , �̃�%

(() that best approximates 𝑐%  by 
∑")!( �̃�%

(")21". An 𝑚-bit absolute-QADC operation transforms analog-encoded state 
∑%8 𝑐%| ⟩𝑗 | ⟩0

⨂( to !
8
∑%8| ⟩𝑗 A B�̃�% .

• Real QADC: Let y𝑥% denote the 𝑚-bit string y𝑥%
(!), . . , y𝑥%

(() that best approximates the real part of 𝑐% 
by ∑")!( y𝑥%

(")21". An 𝑚-bit real-QADC operation transforms analog-encoded state ∑%8 𝑐%| ⟩𝑗 | ⟩0
⨂( 

to !
8
∑%8| ⟩𝑗 A By𝑥% .

• Imaginary QADC: Let y𝑦% denote the 𝑚-bit string y𝑦%
(!), . . , y𝑦%

(() that best approximates the 
imaginary part of 𝑐% by ∑")!( y𝑦%

(")21". An 𝑚-bit imaginary-QADC operation transforms analog-
encoded state ∑%8 𝑐%| ⟩𝑗 | ⟩0

⨂( to !
8
∑%8| ⟩𝑗 A By𝑦% .



QADC (Analog-to-Digital) (1/3)

21

• Absolute QADC. There exists an 𝑚-bit absolute-QADC algorithm that runs using 𝑂 ⁄1 𝜖  
controlled 𝑈- gates and 𝑂 {log&𝑁

& 𝜖  single- and two-qubit gates with output state fidelity 
1 − 𝑂 𝑝𝑜𝑙𝑦 𝜖  where 𝜖 = 21(.

• Procedures:
1. (Prepare address qubits) '

(
∑+)'( | ⟩𝑘 .2

2. (CNOT from address qubits to ancilla qubits A) 
 '

(
∑+)'( | ⟩𝑘 .2 | ⟩𝑘 3

3. (Prepare analog-encoded state in data qubits)
  ∑#)' 𝑐#| ⟩𝑗 2.4.

4. (SWAP test with another ancilla B)
  ≡ '

(
∑+| ⟩𝑘 .2| ⟩Ψ+ 2.4.,3,6
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H H 0 = 2
FIG. 2. Quantum circuit of the SWAP test [23].

If we choose f (x) = tanh(x), Corollary 1 provides an
alternative way to implement a sigmoid function other than
the one proposed in Ref. [22].

IV. QADC

First, we propose an absolute-QADC algorithm. Note that
the absolute QADC may easily be constructed with the real
QADC and the imaginary QADC presented as Theorems 3
and 4. However, we expect that the absolute-QADC algorithm
that we present here would provide you with some intuition in
the construction of the algorithm. We use the SWAP test [23],
which is a special case of the Hadamard test, to extract the ab-
solute value of amplitudes. The usual SWAP test, as described
in Fig. 2, measures an absolute value of an inner product
of arbitrary two states |ψ〉 and |ξ 〉 as p0, the probability of
getting |0〉 from an ancilla qubit. If we input |k〉, which is a
computational basis state, and an analog-encoded state to the
SWAP test, we can extract a data xk . The amplitude estimation
[19] of p0 can be utilized to encode the data digitally. An
important trick used in the algorithm presented below is that
this process can be parallelized.

Theorem 2. Absolute QADC. There exists an m-bit
absolute-QADC algorithm that runs using O(1/ε) controlled-
UA gates and O[(log2

2 N )/ε] single- and two-qubit gates with
output state fidelity 1 − O[poly(ε)], where ε = 2−m.

Proof. First we provide the algorithm. [See Fig. 3 for steps
(i)–(iv).]

(i) Prepare address qubits, 1√
N

∑N
k=1 |k〉ad.

(ii) Perform controlled-NOT from the address qubits to
initialized ancilla qubits, which will be referred as qubits A,
to get 1√

N

∑N
k=1 |k〉ad|k〉A.

(iii) Prepare the analog-encoded state in data qubits,∑
j cj |j 〉data.
(iv) Using another ancilla qubit (we will call it qubit B),

perform a SWAP test [23] without measurement between data

FIG. 3. Quantum circuit through steps (i) to (iv) of absolute
QADC in the main text.

FIG. 4. Definition of gate G in absolute QADC.

qubit and qubits A (Fig. 3). We have

∑

k

|k〉ad

2
√

N








∑

j

cj |j 〉data|k〉A + |k〉data

∑

j

cj |j 〉A



|0〉B

+




∑

j

cj |j 〉data|k〉A − |k〉data

∑

j

cj |j 〉A



|1〉B



 (9)

≡ 1√
N

∑

k

|k〉ad|!k〉data,A,B. (10)

Figure 3 shows the quantum circuit from step (i) to step (iv).
We define V to be the combined unitary transformation of
steps (iii) and (iv). This step extracts an absolute value rk

of amplitude ck , each corresponding to an address |k〉ad. The
similar idea is also used in Ref. [24].

(v) Construct a gate,

G = V (CNOT)ad→AS0(CNOT)ad→AV †ZB, (11)

where S0 is a conditional phase-shift gate; S0 = I −
2(|0〉〈0|)data,A,B and ZB is a Pauli Z gate only acting on qubit
B (Fig. 4). The act of G can be written as

G
1√
N

∑

k

|k〉ad|!k〉data,A,B = 1√
N

∑

k

|k〉ad(Gk|!k〉data,A,B ),

(12)

where

Gk = V SkV
†ZB, (13)

and

Sk = I − 2(|0〉〈0|)data,B ⊗ (|k〉〈k|)A. (14)

Each |!k〉data,A,B is decomposed into two of eigenstates
|!k+〉data,A,B and |!k−〉data,A,B of Gk , with each, respectively,
corresponding to eigenvalue λk± = e±i2πθk , where sin(πθk ) =√

1
2 (1 + r2

k ) and θk ∈ [1/4, 1/2). The decomposition is
|!k〉data,A,B = −i√

2
(eiπθk |!k+〉data,A,B − e−iπθk |!k−〉data,A,B ).

See the Appendix for a detailed description.
(vi) Introducing the register qubits, run the phase estima-

tion of G as depicted in Fig. 5. Then we have

1√
2N

∑

k

|k〉ad(|θ k〉reg′ |!k+〉data,A,B

+ |1 − θ k〉reg′ |!k−〉data,A,B )

≡ 1√
N

∑

k

|k〉ad|!k,AE〉reg′,data,A,B, (15)

012301-4V: It extracts an absolute value 𝑟+  of amplitude 𝑐+
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• Procedures (cont’d):
5. (Construct a gate 𝐺) 

𝐺 = 𝑉 B 𝐶𝑁𝑂𝑇.2→3 B 𝑆8 B 𝐶𝑁𝑂𝑇.2→3 B 𝑉1 B 𝑍6,
where 𝑆8 = 𝐼 − 2 | ⟩0 |⟨0 2.4.,3,6 and 𝑍6 is Pauli-Z on 𝐵

G '
(
∑+| ⟩𝑘 .2| ⟩Ψ+ 2.4.,3,6 =

'
(
∑+| ⟩𝑘 .2 𝐺+| ⟩Ψ+ 2.4.,3,6 ,

where 𝐺+ = 𝑉𝑆+𝑉1𝑍6 and 𝑆+ = 𝐼 − 2 | ⟩0 |⟨0 2.4.,6⨂ | ⟩𝑘 |⟨𝑘 3

6. (Introduce Register qubits and Phase estimation of 𝐺)

≡
1
𝑁
4
+

| ⟩𝑘 .2, -Ψ+,39 :;<!,2.4.,3,6

where , -Ψ+,39 :;<!,2.4.,3,6 =
1
2
| ⟩𝜃+ :;<=| ⟩Ψ+> 2.4.,3,6 + | ⟩1 − 𝜃+ :;<=| ⟩Ψ+& 2.4.,3,6
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H H 0 = 2
FIG. 2. Quantum circuit of the SWAP test [23].

If we choose f (x) = tanh(x), Corollary 1 provides an
alternative way to implement a sigmoid function other than
the one proposed in Ref. [22].

IV. QADC

First, we propose an absolute-QADC algorithm. Note that
the absolute QADC may easily be constructed with the real
QADC and the imaginary QADC presented as Theorems 3
and 4. However, we expect that the absolute-QADC algorithm
that we present here would provide you with some intuition in
the construction of the algorithm. We use the SWAP test [23],
which is a special case of the Hadamard test, to extract the ab-
solute value of amplitudes. The usual SWAP test, as described
in Fig. 2, measures an absolute value of an inner product
of arbitrary two states |ψ〉 and |ξ 〉 as p0, the probability of
getting |0〉 from an ancilla qubit. If we input |k〉, which is a
computational basis state, and an analog-encoded state to the
SWAP test, we can extract a data xk . The amplitude estimation
[19] of p0 can be utilized to encode the data digitally. An
important trick used in the algorithm presented below is that
this process can be parallelized.

Theorem 2. Absolute QADC. There exists an m-bit
absolute-QADC algorithm that runs using O(1/ε) controlled-
UA gates and O[(log2

2 N )/ε] single- and two-qubit gates with
output state fidelity 1 − O[poly(ε)], where ε = 2−m.

Proof. First we provide the algorithm. [See Fig. 3 for steps
(i)–(iv).]

(i) Prepare address qubits, 1√
N

∑N
k=1 |k〉ad.

(ii) Perform controlled-NOT from the address qubits to
initialized ancilla qubits, which will be referred as qubits A,
to get 1√

N

∑N
k=1 |k〉ad|k〉A.

(iii) Prepare the analog-encoded state in data qubits,∑
j cj |j 〉data.
(iv) Using another ancilla qubit (we will call it qubit B),

perform a SWAP test [23] without measurement between data

FIG. 3. Quantum circuit through steps (i) to (iv) of absolute
QADC in the main text.

FIG. 4. Definition of gate G in absolute QADC.

qubit and qubits A (Fig. 3). We have

∑

k

|k〉ad

2
√

N








∑

j

cj |j 〉data|k〉A + |k〉data

∑

j

cj |j 〉A



|0〉B

+




∑

j

cj |j 〉data|k〉A − |k〉data

∑

j

cj |j 〉A



|1〉B



 (9)

≡ 1√
N

∑

k

|k〉ad|!k〉data,A,B. (10)

Figure 3 shows the quantum circuit from step (i) to step (iv).
We define V to be the combined unitary transformation of
steps (iii) and (iv). This step extracts an absolute value rk

of amplitude ck , each corresponding to an address |k〉ad. The
similar idea is also used in Ref. [24].

(v) Construct a gate,

G = V (CNOT)ad→AS0(CNOT)ad→AV †ZB, (11)

where S0 is a conditional phase-shift gate; S0 = I −
2(|0〉〈0|)data,A,B and ZB is a Pauli Z gate only acting on qubit
B (Fig. 4). The act of G can be written as

G
1√
N

∑

k

|k〉ad|!k〉data,A,B = 1√
N

∑

k

|k〉ad(Gk|!k〉data,A,B ),

(12)

where

Gk = V SkV
†ZB, (13)

and

Sk = I − 2(|0〉〈0|)data,B ⊗ (|k〉〈k|)A. (14)

Each |!k〉data,A,B is decomposed into two of eigenstates
|!k+〉data,A,B and |!k−〉data,A,B of Gk , with each, respectively,
corresponding to eigenvalue λk± = e±i2πθk , where sin(πθk ) =√

1
2 (1 + r2

k ) and θk ∈ [1/4, 1/2). The decomposition is
|!k〉data,A,B = −i√

2
(eiπθk |!k+〉data,A,B − e−iπθk |!k−〉data,A,B ).

See the Appendix for a detailed description.
(vi) Introducing the register qubits, run the phase estima-

tion of G as depicted in Fig. 5. Then we have

1√
2N

∑

k

|k〉ad(|θ k〉reg′ |!k+〉data,A,B

+ |1 − θ k〉reg′ |!k−〉data,A,B )

≡ 1√
N

∑

k

|k〉ad|!k,AE〉reg′,data,A,B, (15)
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FIG. 5. Step (vi) of the absolute-QADC algorithm. The phase
estimation is performed to encode the analog-encoded value xj into
qubit bit strings. IQFT: inverse quantum Fourier transformation [25].

where |θ k〉reg′ and |1 − θ k〉reg′ are m-bit strings that store θk

and 1 − θk as binary data, and

|!k,AE〉reg′,data,A,B

= 1√
2

(|θ k〉reg′ |!k+〉data,A,B + |1 − θ k〉reg′ |!k−〉data,A,B ).

(16)

(vii) On another register, using digital quantum arith-
metics, calculate rk =

√
2 sin2 πθk − 1. Note that sin πθk =

sin π (1 − θk ), and rk is uniquely recovered since rk ∈ [0, 1].
Then, finally, we get

1√
N

N∑

k=0

|k〉ad|r̃k〉reg|!k,AE〉reg′,data,A,B. (17)

(viii) Uncompute the data, A, B, and reg′ qubits. We obtain

1√
N

N∑

k=0

|k〉ad|r̃k〉reg|0〉reg′,data,A,B, (18)

which is a digital-encoded state.
Here we analyze the complexity of the above algorithm.

For steps (i) to (iv), we used O(log2 N ) single- and two-
qubit gates. In step (v), the phase estimation, we need to
use O(1/ε) of controlled-UA and O(log2

2 N/ε) of single-
and two-qubit gates. Step (vi), quantum arithmetics, takes
O{poly[log2(1/ε)]} by Fact 5. Therefore, the overall com-
plexity is O(1/ε) of controlled-UA and O(log2

2 N/ε) of
single- and two-qubit gates. The fidelity of the output state
is 1 − O[poly(ε)] by Fact 2. !

Next we show the real QADC.
Theorem 3. Real QADC. There exists an m-bit real-QADC

algorithm that runs using O(1/ε) controlled-UA gates and
O[(log2

2 N )/ε] single- and two-qubit gates with output state
fidelity 1 − O[poly(ε)], where ε = 2−m.

Proof. We provide the algorithm. [See Fig. 3 for steps (i)–
(iii).] The algorithm presented here is a slightly modified one
from the previous algorithm for QADC.

(i) Prepare address qubits, 1√
N

∑N
k=1 |k〉ad.

(ii) Prepare the analog-encoded state in data qubits,∑
j xj |j 〉data.

FIG. 6. A quantum circuit through steps (i) to (iii) of real QADC
in the main text.

(iii) Using another ancilla qubit (we will call it qubit B),
perform a Hadamard test as described in Fig. 6. We have

∑

k

|k〉ad

2
√

N








∑

j

xj |j 〉data + |k〉



|0〉B

+




∑

j

xj |j 〉data − |k〉



|1〉B



 (19)

≡ 1√
N

∑

k

|k〉ad|!k〉data,B . (20)

This step extracts the real part xk of a complex amplitude ck ,
each corresponding to an address |k〉ad. Figure 6 shows the
quantum circuit from step (i) to (iii). We define W to be the
combined unitary transformation of steps (ii) and (iii).

(iv) Construct a gate,

G′ = WS ′
0W

†ZB, (21)

where S ′
0 is a conditional phase-shift gate; S ′

0 = I −
2(|0〉〈0|)data,B and ZB is a Pauli Z gate only acting on qubit B
(Fig. 4). The act of G′ can be written as

G′ 1√
N

∑

k

|k〉ad|!k〉data,B = 1√
N

∑

k

|k〉ad(G′
k|!k〉data,B ),

(22)

where

G′
k = (1 − 2|!k〉data,B〈!k|data,B )ZB. (23)

Each |!k〉data,B is decomposed into two eigenstates |!k+〉data,B
and |!k−〉data,B of Gk , with each, respectively, corresponding

to eigenvalue λk± = e±i2πθk , where sin(πθk ) =
√

1
2 (1 + xk )

and θk ∈ [1/4, 1/2). The decomposition is |!k〉data,B =
−i√

2
(eiπθk |!k+〉data,B − e−iπθk |!k−〉data,B ). The detail of this

transformation is similar to the one described in the Appendix
and is thus omitted.

(v) Introducing the register qubits, run the phase estimation
of G′. Then we have

1√
2N

∑

k

|k〉ad(|θ k〉reg′ |!k+〉data,B + |1 − θ k〉reg′ |!k−〉data,B )

≡ 1√
N

∑

k

|k〉ad|!k,AE〉reg′,data,B, (24)
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• Procedures (cont’d):
7. (On another register, calculate 𝑟+ = 2 sin 𝜋𝜃+ $ − 1)

1
𝑁
4
+

| ⟩𝑘 .2| ⟩�̃�+ :;<, -Ψ+,39 :;<!,2.4.,3,6

8. (Uncompute the data, A, B, and reg’)
1
𝑁
4
+

| ⟩𝑘 .2| ⟩�̃�+ :;<| ⟩0 :;<!,2.4.,3,6

Digital-encoded state !!

Real- and Imaginary-QADC work similarly, but with little modifications such as taking Hadamard test.



Ansatz
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2

FIG. 1. Schematic diagram of a Variational Quantum Algorithm (VQA). The inputs to a VQA are: a cost function
C(✓), with ✓ a set of parameters that encodes the solution to the problem, an ansatz whose parameters are trained to minimize
the cost, and (possibly) a set of training data {⇢k} used during the optimization. Here, the cost can often be expressed in
the form in Eq. (3), for some set of functions {fk}. Also, the ansatz is shown as a parameterized quantum circuit (on the
left), which is analogous to a neural network (also shown schematically on the right). At each iteration of the loop one uses
a quantum computer to efficiently estimate the cost (or its gradients). This information is fed into a classical computer that
leverages the power of optimizers to navigate the cost landscape C(✓) and solve the optimization problem in Eq. (1). Once a
termination condition is met, the VQA outputs an estimate of the solution to the problem. The form of the output depends
on the precise task at hand. The red box indicates some of the most common types of outputs.

ciency. In this Review, we discuss the exciting prospects
for VQAs, and we highlight the challenges that must be
overcome to obtain the ultimate goal of quantum advan-
tage.

II. BASIC CONCEPTS AND TOOLS

One of the main advantages of VQAs is that they pro-
vide a general framework that can be used to solve a
variety of problems. Although this versatility translates
into different algorithmic structures with different levels
of complexity, there are basic elements that most (if not
all) VQAs have in common. In this section we review the
building blocks of VQAs.

Let us start by considering a task one wishes to solve.
This implies having access to a description of the prob-
lem, and also possibly to a set of training data. As
schematically shown in Fig. 1, the first step to develop-
ing a VQA is to define a cost (or loss) function C which
encodes the solution to the problem. One then proposes
an ansatz, that is, a quantum operation depending on
a set of continuous or discrete parameters ✓ that can
be optimized (see below for a more in-depth discussion
of ansatzes). This ansatz is then trained in a hybrid
quantum-classical loop to solve the optimization task

✓⇤ = argmin
✓

C(✓) . (1)

The trademark of VQAs is that they use a quantum com-
puter to estimate the cost function C(✓) (or its gradient)
while leveraging the power of classical optimizers to train
the parameters ✓. In what follows, we provide additional

details for each step of the VQA architecture shown in
Fig. 1.

A. Cost function

A crucial aspect of a VQA is encoding the problem
into a cost function. Similar to classical machine learn-
ing, the cost function maps values of the trainable pa-
rameters ✓ to real numbers. More abstractly, the cost
defines a hyper-surface usually called the cost landscape
(see Fig. 1) such that the task of the optimizer is to nav-
igate through the landscape and find the global minima.
Without loss of generality, the cost can be expressed as

C(✓) = f ({⇢k}, {Ok}, U(✓)) , (2)

where f is some function, U(✓) is a parametrized uni-
tary, ✓ is composed of discrete and continuous parame-
ters, {⇢k} are input states from a training set, {Ok} are
a set of observables. Often it is useful, and possible, to
express the cost in the form

C(✓) =
X

k

fk
�
Tr[OkU(✓)⇢kU

†(✓)]
�
, (3)

for some set of functions {fk}. Note that the task at hand
will determine the choice of f in Eq. (2) or the choice
of {fk} in Eq. (3). During the optimization, one uses a
finite statistic estimator of the cost or its gradients. (See
below for an overview of optimizers used to train the cost
function.)

Let us now discuss desirable criteria that the cost func-
tion should meet. First, the cost must be ‘faithful’ in
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• Variational method in quantum theory is a method for finding low energy states of a quantum 
system. The rough idea of the method is that one defines a trial wave function (sometimes called 
an ansatz) as a function of some parameters, and then one finds the values of these parameters 
that minimize the expectation value of the energy with respect to these parameters.

• The minimized ansatz is then an approximation to the lowest energy eigenstate, and the 
expectation value serves as an upper bound on the energy of the ground state.
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computational model of quantum computing, especially quan-
tum circuits, a quantum gate is the basic component of a
quantum circuit that operates on the Pauli operations. The
relationship between a quantum gate and a quantum circuit
is similar to the relationship between conventional logic gates
and conventional digital circuits. Quantum gates are often
represented by unitary matrices, and a gate that operates on K
qubits can be represented by a 2K x 2k unitary matrix. The
operation of a quantum gate can be represented by multiplying
a matrix representing the gate with a vector representing the
state of the qubit. Common quantum gates are divided into
single-qubit gates and multi-qubit gates. Single qubit gates
include Hadamard Gate, Pauli Gate, and so on. Multi-qubit
gates have Controlled - Not gate (CX gate)+, Controlled Phase
gate (CZ gate), and SWAP gate.

To use a quantum computer to perform calculations, we
need to build a quantum circuit to manipulate the state of the
qubit. A quantum circuit consists of multiple quantum gates.

Variational Quantum Algorithm (VQA). The variational
quantum algorithms are to train a quantum circuit with a
classical optimizer. The goal of a VQA is to find a model
that can fit the data, that is, to determine an optimal set
of parameters to make the model as close as possible to
the given data. The algorithm of VQA includes three parts:
constructing a cost function, building an ansatz, and adjusting
parameters. The common VQA includes variational quantum
eigensolver (VQE), quantum approximation optimization al-
gorithm (QAOA), quantum machine learning (QML), and so
on. VQA is a promising direction, but it still faces some
difficulties. The first is the trainability of quantum circuits.
In some cases, such as barren plateau, the optimizer cannot
effectively train the large circuit due to the limited decoherence
time. The noise of quantum devices can affect the accuracy
of VQA in many ways. Physical noise may slow down the
training process, making the noisy global optimum no longer
correspond to the noiseless global optimum, and thus affecting
the final optimal loss value.

Fig. 1. Schematic of variational quantum algorithm, the model is designed
based on quantum gates on quantum computer, and the optimization progress
is on classical computer, the classical computer optimizes and updates the
parameters in the trainable layer of the model.

Variational Quantum Eigensolver (VQE). VQE is an
algorithm that uses classical optimizers to train a parametric
quantum circuit for solving matrix eigenvalues and eigenvec-

tors, it is the earliest variational quantum algorithm and is
mainly used to solve the ground state and low excited state
of the quantum system. Due to this property, VQE has been
widely used to solve problems in quantum chemistry. For a
quantum system, the dimension of the Hamiltonian H grows
exponentially with the system size. The other algorithms often
require millions of qubits, far beyond the reach of current
quantum computers. Thus, VQE was proposed to work with
NISQ machines.

Quantum Machine Learning. A quantum algorithm can
perform quantum supremacy in solving specific tasks than
the algorithms of the fastest known classical computers. N-
dimensional data can theoretically be represented by only
log(N) bits in qubits, unlike classical computer algorithms
which require N bits. Therefore, people can design various
algorithms to achieve acceleration by quantum computers,
which is quantum machine learning. Some of the quantum
machine learning inspried by classical machine learning and
produced some useful quantum algorithms, such as qPCA [18],
[19], qSVM [20]–[22], quantum deep learning [23], [24] and
so on. However, due to the relatively small scale of the
existing quantum computers, and the relatively deep size and
depth required by the existing algorithms, there is still a great
gap to truly surpass classical machine learning. In addition,
the noise problem of the quantum computer, barren plateau
phenomenon, etc. in the noise-intermediate-scale quantum
(NISQ) era machines, also restrict the performance of quantum
machine learning.

Noise on the NISQ machine. First, the noise in quantum
computing, due to the imperfect control signal crosstalk be-
tween qubits, real quantum computer interaction, and interfer-
ence from the external environment, inevitably there will be
noise, this greatly affected the accuracy of quantum machine
learning, so you need to frequent the quantum machine were
characterized and calibration, to reduce the influence of noise.
At the same time, NISQ devices incur decoherence errors over
time, which limited the depth and width of the circuit, making
it impractical to implement complex quantum circuits.

Ansatz. ansatz is the basic architecture of a circuit, a
set of gates that act on a specific subsystem [25]. ansatz is
essentially a few prior assumptions, which are guesses about
the appropriate training circuit. On the one hand, the problem
ansatz usually depends on the specific problem, it can combine
the property of the problem and then solve the problem. On the
other hand, some ansatz architectures are generic and problem-
neutral, meaning that they can be used generally for kinds of
problems on quantum hardware, we call this type of ansatz as
hardware ansatz.

B. Motivation

In recent years, the research community on quantum com-
puting has gradually grown. More and more studies show
that compared with classical computers, VQAs have excellent
acceleration potential in a large number of tasks. Studies have
shown that a two-dimensional programmable superconducting
quantum processor, Zuchongzhi, which is composed of 66

<source: arXiv:2212.0491>



Ansatz

• In the context of variational circuits, an ansatz describes a subroutine consisting of a sequence of 
gates applied to specific wires (qubits). Similar to the architecture of a neural network, this only 
defines a base structure, while the types of gates and/or their free parameters can be optimized 
by the variational proceudre.

• Generically speaking the form of the ansatz dictates what the parameters are, and hence, how 
they can be trained to minimize the cost.

• Problem-inspired ansatz: Ansatz tailored to the information about the problem.
• Problem-agnostic ansatz: They can be used even when no relevant information about the 

problem is available.
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Ansatz

• Parameters are encoded into a unitary 𝑈(𝜃) that is 
applied to the input state, 
𝑈 𝜃 = 𝑈; 𝜃; ⋯𝑈! 𝜃!  with 
𝑈< 𝜃< = ∏( 𝑒1#=$>$𝑊(. 
Here 𝑊( is an unparametrized unitary and 𝐻( is a 
Hermitian operator.
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Types of Ansatz #1: Layered Gate Ansatz

• A layer is a sequence of gates that is repeated. The number of repetitions of a layer forms a 
hyperparameter of the variational circuit. The layer can be decomposed into two overall unitaries
A and B.

• Block A contains single-qubit gates applied to every subsystem or wire (qubits). Block B consists of 
both single-wire gates as well as entangling gates
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Types of Ansatz #2: Alternating operator 
Ansatz
• We use layers of two blocks, but the difference is that here we apply the unitaries representing 

the Hamiltonians A and B which are evolved for a short time ∆𝑡.

• The idea of this ansatz is based on analogies to adiabatic quantum computing, in which the 
system starts in the ground state of A and adiabatically evolves to the ground state of B. Quickly 
alternating applications of A and B for very short time ∆𝑡 can be used as a heuristic to 
approximate this evolution
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Types of Ansatz #3: Tensor network ansatz

• Gate sequence inspired by tensor networks. The simplest one is a tree architecture that 
consecutively entangles subsets of qubits. 

• Another tensor network is based on matrix product states. The circuit unitaries can be 
decomposed in different ways, and their size corresponds to the “bond dimension” of the matrix 
product state – the higher the bond dimension, the more complex the circuit ansatz.
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Types of Ansatz #4: Hardware efficient ansatz

• The hardware efficient ansatz is a generic name used for ansatzes that are aimed at reducing the 
circuit depth needed to implement 𝑈(𝜃) when using a given quantum hardware.

• One uses unitaries 𝑊( and 𝑒1#=$>$ that are taken from a gate set determined from the 
connectivity and interactions specific to a quantum hardware which avoids the circuit depth 
overhead arising from translating an arbitrary unitary into the sequence of native gates
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Ansatz Expressibility

• Given the wide range of ansatzes one can use, a relevant question is whether a given architecture 
can prepare a target state by optimizing its parameters.

• Two ways to judge the quality of an ansatz: expressibility and entangling capability
• An ansatz is expressible if the circuit can be used to uniformly explore the entire space of a 

quantum state. One way to quantify the expressibility of an ansatz 𝑈 𝜃 is to compare the 
distribution of states obtained from 𝑈 𝜃 to the maximally expressive uniform (Haar) distribution 
of states 𝑈>??@, 𝐴 A 𝑈 = ∫𝑑𝑈>??@𝑈>??@

⨂A A ⟩0 ⟨ |0 𝑈>??@
7 ⨂A

− ∫𝑑𝑈𝑈⨂AA ⟩0 ⟨ |0 𝑈7 ⨂A
.

• A measure of entangling capability for ansatz quantifies the average entanglement of states 
produced from randomly sampling the circuit parameter 𝜃.
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Quantum circuit architecture search for variational quantum
algorithms
Yuxuan Du1,2✉, Tao Huang2,6, Shan You3, Min-Hsiu Hsieh 4,5✉ and Dacheng Tao 1,2✉

Variational quantum algorithms (VQAs) are expected to be a path to quantum advantages on noisy intermediate-scale quantum
devices. However, both empirical and theoretical results exhibit that the deployed ansatz heavily affects the performance of
VQAs such that an ansatz with a larger number of quantum gates enables a stronger expressivity, while the accumulated noise
may render a poor trainability. To maximally improve the robustness and trainability of VQAs, here we devise a resource and
runtime efficient scheme termed quantum architecture search (QAS). In particular, given a learning task, QAS automatically seeks
a near-optimal ansatz (i.e., circuit architecture) to balance benefits and side-effects brought by adding more noisy quantum gates
to achieve a good performance. We implement QAS on both the numerical simulator and real quantum hardware, via the IBM
cloud, to accomplish data classification and quantum chemistry tasks. In the problems studied, numerical and experimental
results show that QAS cannot only alleviate the influence of quantum noise and barren plateaus but also outperforms VQAs with
pre-selected ansatze.

npj Quantum Information �����������(2022)�8:62� ; https://doi.org/10.1038/s41534-022-00570-y

INTRODUCTION
The variational quantum learning algorithms (VQAs)1,2, including
quantum neural network3–5 and variational quantum eigen-
solvers (VQEs)6–9, are a class of promising candidates to use
noisy intermediate-scale quantum (NISQ) devices to solve
practical tasks that are beyond the reach of classical computers10.
Recently, the effectiveness of VQAs toward small-scale learning
problems such as low-dimensional synthetic data classification,
image generation, and energy estimation for small molecules has
been validated by experimental studies11–14. Despite the promis-
ing achievements, the performance of VQAs will degrade
significantly when the qubit number and circuit depth become
large, caused by the tradeoff between the expressivity and
trainability15. More precisely, under the NISQ setting, involving
more quantum resources (e.g., quantum gates) to implement the
ansatz results in both a positive and negative aftermath. On the
one hand, the expressivity of the ansatz, which determines
whether the target concept will be covered by the represented
hypothesis space, will be strengthened by increasing the number
of trainable gates16–19. On the other hand, a deep circuit depth
implies that the gradient information received by the classical
optimizer is full of noise and the valid information is exponentially
vanished, which may lead to divergent optimization or barren
plateaus20–24. With this regard, it is of great importance to design
an efficient approach to dynamically control the expressivity and
trainability of VQAs to attain good performance.
Initial studies have developed two leading strategies to address

the above issue. The first one is quantum error mitigation
techniques. Representative methods to suppress the noise effect
on NISQ machines are quasi-probability25,26, extrapolation27,
quantum subspace expansion28, and data-driven methods29,30.
In parallel to quantum error mitigation, another way is construct-
ing ansatz with a variable structure. Compared with traditional

VQAs with the fixed ansatz, this approach cannot only maintain a
shallow depth to suppress noise and trainability issues, but also
keep sufficient expressibility to contain the solution. Current
literature generally adopts brute-force strategies to design such a
variable ansatz31–33. This implies that the required computational
overhead is considerable, since the candidates of possible ansatze
scale exponentially with respect to the qubits count and the
circuit depth. How to efficiently seek a near-optimal ansatz
remains largely unknown.
In this study, we devise a quantum architecture search scheme

(QAS) to effectively generate variable structure ansatze, which
considerably improves the learning performance of VQAs. The
advantage of QAS is ensured by unifying the noise inhibition and
the enhancement of trainability for VQAs as a learning problem. In
doing so, QAS does not request any ancillary quantum resource
and its runtime is almost the same as conventional VQA-based
algorithms. Moreover, QAS is compatible with all quantum
platforms, e.g., optical, trapped-ion, and superconducting quan-
tum machines, since it can actively adapt to physical restrictions
and weighted noise of varied quantum gates. In addition, QAS can
seamlessly integrate with other quantum error mitigation
methods25–27 and solutions for resolving barren plateaus21,34–36.
Celebrated by the universality and efficacy, QAS contributes to a
broad class of VQAs on various quantum machines.

RESULTS
The mechanism of VQAs
Before moving on to present QAS, we first recap the mechanism
of VQAs. Given an input Z and an objective function L, VQA
employs a gradient-based classical optimizer that continuously
updates parameters in an ansatz (i.e., a parameterized quantum

1JD Explore Academy, Beijing 101111, China. 2School of Computer Science, Faculty of Engineering, The University of Sydney, Sydney, NSW 2008, Australia. 3SenseTime
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circuit) U(θ) to find the optimal θ*, i.e.,

θ! ¼ argmin
θ2C

Lðθ;ZÞ; (1)

where C % Rd is a constraint set, and θ are adjustable parameters
of quantum gates16,18. For instance, when VQA is specified as an
eigen-solver6, Z refers to a Hamiltonian and the objection
function could be chosen as L ¼ TrðZ ψðθÞj i ψðθÞh jÞ, where
ψðθÞj i is the quantum state generated by U(θ). For compatibility,
throughout the whole study, we focus on exploring how QAS
enhances the trainability of one typical heuristic ansatz—hard-
ware-efficient ansatz11,13. Such an ansatz is supposed to obey a
multi-layer layout,

UðθÞ ¼
YL

l¼1
UlðθÞ 2 SUð2NÞ; (2)

where Ul(θ) consists of a sequence of parameterized single-qubit
and two-qubit quantum gates, and L denotes the layer number.
Note that the arrangement of quantum gates in Ul(θ) is flexible,
enabling VQAs to adequately use available quantum resources
and to accord with any physical restriction. Remarkably, the
achieved results can be effectively extended to other representa-
tive ansatze.

The scheme of quantum architecture search
Let us formalize the noise inhibition and trainability enhancement
for VQAs as a learning task. Denote the set S as the ansatze pool
that contains all possible ansatze (i.e., circuit architectures) to build
U(θ) in Eq. (2). The size of S is determined by the qubits count N,
the maximum circuit depth L, and the number of allowed types of
quantum gates Q, i.e., jSj ¼ OðQNLÞ. Throughout the whole study,
when no confusion occurs, we denote a as the ath ansatz U(θ, a)
in S. Notably, the performance of VQAs heavily relies on the
employed ansatz selected from S. Suppose the quantum system
noise, induced by a, is modeled by the quantum channel Ea.

Taking into account of the circuit architecture information and the
related noise, the objective of VQAs can be rewritten as

ðθ!; a!Þ ¼ arg min
θ2C;a2S

Lðθ; a;Z; EaÞ: (3)

The learning problem formulated in Eq. (3) forces the optimizer to
output the best quantum circuit architecture a* by assessing both
the effect of noise and the trainability. Notably, Eq. (3) is
intractable via the two-stage optimization strategy that is broadly
used in previous literature31–33, i.e., individually optimizing all
possible ansatze from scratch and then ranking them to obtain
(θ*, a*). This is because the classical optimizer needs to store and
update O(dQNL) parameters, which forbids its applicability toward
large-scale problems in terms of N and L.
The proposed QAS belongs to the one-stage optimization

strategy. Different from the two-state optimization strategy that
suffers from the computational bottleneck, this strategy ensures
the efficiency of QAS. In particular, for the same number of
iterations T, the memory cost of QAS is at most T times more than
that of conventional VQAs. Meanwhile, their runtime complexity
is identical. The protocol of QAS is shown in Fig. 1. Two key
elements of QAS are supernet and weight sharing strategy. Both
of them contribute to locate a good estimation of (θ*, a*) within a
reasonable runtime and memory usage. Intuitively, weight
sharing strategy in QAS refers to correlating parameters among
different ansatze. In this way, the parameter space, which
amounts to the total number of trainable parameters required
to be optimized in Eq. (3), can be effectively reduced. As for
supernet, it plays two significant roles in QAS: (1) supernet serves
as the ansatz indicator, which defines the ansatze pool S (e.g.,
determined by the maximum circuit depth and the choices of
quantum gates) to be searched and (2) supernet parameterizes
each ansatz in S via the specified weight sharing strategy. QAS
includes four steps, i.e., initialization (supernet setup), optimiza-
tion, ranking, and fine tuning. We now elucidate these four steps.

Fig. 1 Paradigm of the quantum architecture search scheme (QAS). In Step 1, QAS sets up supernet A, which defines the ansatze pool S to
be searched and parameterizes each ansatz in S via the specified weight sharing strategy. All possible single-qubit gates are highlighted by
hexagons and two-qubit gates are highlighted by the brown rectangle. The unitary Ux refers to the data encoding layer. In Step 2, QAS
optimizes the trainable parameters for all candidate ansatzes. Given the specified learning task L, QAS iteratively samples an ansatz aðtÞ 2 S
from A and optimizes its trainable parameters to minimize L. A correlates parameters among different ansatzes via weight sharing strategy.
After T iterations, QAS moves to Step 3 and exploits the trained parameters θ(T) and the predefined L to compare the performance among K
ansatze. The ansatz with the best performance is selected as the output, indicated by a red smiley face. Last, in Step 4, QAS utilizes the
searched ansatz and the parameters θ(T) to retrain the quantum solver with few iterations.
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optimal in that the length of the fingerprints must scale at
least proportionally to

p
n. Babai and Kimmel [5] later

showed that probabilistic and deterministic communica-
tion complexity can be at most quadratically far apart for
any function in the simultaneous message passing model,
which also implies the

p
n lower bound. Babai and Kim-

mel attribute a simplified proof of this fact to Jean Bourgain
and Avi Wigderson.

We consider the problem where Alice and Bob’s fin-
gerprints can consist of quantum information. Alice and
Bob are still restricted to have no shared key (or entangle-
ment) between them. We show that O!!! log2!n""""-qubit fin-
gerprints are sufficient to solve the equality problem in this
setting — an exponential improvement over the

p
n-bound

for the comparable classical case. Our method is to set
the 2n fingerprints to quantum states whose pairwise in-
ner products are bounded below 1 in absolute value and
to use a measurement that identifies identical fingerprints
and distinguishes distinct fingerprints with good probabil-
ity. This gives a simultaneous message passing protocol
for equality in the obvious way: Alice and Bob send the
fingerprints of their respective inputs to the referee, who
then performs the measurement that checks if the finger-
prints are equal or distinct.

The fact that quantum systems contain large sets of
nearly orthogonal states —sets of 2n states that are nearly
orthogonal pairwise in O!!! log2!n""""-qubit systems — is well
known. For example, it is noted in [8], where it is shown
that these nearly orthogonal sets of states cannot be utilized
to solve certain coding problems much more efficiently
than possible with classical information. Our results are
perhaps the first demonstration that nearly orthogonal sets
of quantum states can be used to perform a natural infor-
mation processing task significantly more efficiently than
possible with classical information.

To explicitly construct a large set of nearly orthogonal
quantum states, assume that for fixed c . 1 and 0 , d ,
1 we have an error correcting code E: #0, 1$n ! #0, 1$m for
each n, where m ! cn and such that the distance between
distinct code words E!x" and E!y" is at least !1 2 d"m.
For instance, we may use the codes discussed previously
in the classical shared-key protocol. Now, for each x [
#0, 1$n, define the !!! log2!m" 1 1"""-qubit state

jhx% !
1p
m

mX
i!1

ji% jEi!x"% . (2)

Since two distinct code words can be equal in at most dm
positions, for any x fi y we have &hxjhy% # dm'm ! d.
Thus we have 2n different !!! log2!n" 1 O!1""""-qubit states,
and each pair of them has an inner product with an absolute
value at most d.

The simultaneous message passing protocol for the
equality problem works as follows. When given n-bit
inputs x and y, respectively, Alice and Bob send finger-
prints jhx% and jhy% to the referee. Then the referee must
distinguish between the case where the two states received

(call them jf% and jc%) are identical or have an inner
product at most d in absolute value. This is accomplished
with one-sided error probability by the procedure that
measures and outputs the first qubit of the state

!H ≠ I" !c-SWAP" !H ≠ I" j0% jf% jc% . (3)

Here H is the Hadamard transform, which maps jb% !
1p
2 !!!j0% 1 !21"bj1%""", SWAP is the operation jf% jc% !

jc% jf%, and c-SWAP is the controlled-SWAP (controlled
by the first qubit). Figure 1 illustrates this. Tracing
through the execution of this circuit, the final state before
the measurement is

1
2 j0% !jf% jc% 1 jc% jf%" 1

1
2 j1% !jf% jc% 2 jc% jf%" .

(4)

Measuring the first qubit of this state produces outcome 1
with probability !1 2 j&fjc%j2"'2. This probability is 0
if x ! y and is at least !1 2 d2"'2 . 0 if x fi y. Thus,
the test determines which case holds with one-sided error
probability !1 1 d2"'2.

The error probability of the test can be reduced to
any ´ . 0 by setting the fingerprint of x [ #0, 1$n to
jhx%≠k for a suitable k [ O!!! log2!1'´"""". From such
fingerprints, the referee can independently perform the
test in Fig. 1 k times, resulting in an error probability
below ´. In this case, the length of each fingerprint is
O!!! log2!n" log2!1'´"""". In summary, we have shown the
following.

Theorem 1.—There exists a quantum simultaneous mes-
sage passing protocol for the equality problem with small
error probability and O!!! log2!n"""" qubits of communication
[contrasting with Q!

p
n " bits classically].

It is worth considering what goes wrong if one tries
to simulate the above quantum protocol using classical
mixtures in place of quantum superpositions. In such a
protocol, Alice and Bob send !!!i, Ei!x"""" and !!! j, Ej!y"""",
respectively, to the referee for independent random uni-
formly distributed i, j [ #1, 2, . . . , m$. If it should happen
that i ! j, then the referee can make a statistical infer-
ence about whether or not x ! y. But i ! j occurs with
probability only O!1'n", and in the case where i fi j, the
referee will not be able to determine whether x ! y with
good probability, as shown by the

p
n lower bound of [7].

The distinguishing test in Fig. 1 can be viewed as a quan-
tum operation that has no analogous classical probabilistic
counterpart.

FIG. 1. Quantum circuit to test if jf% ! jc% or j&fjc%j # d.
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Classical fingerprinting associates with each string a shorter string (its fingerprint), such that any
two distinct strings can be distinguished with small error by comparing their fingerprints alone. The
fingerprints cannot be made exponentially smaller than the original strings unless the parties preparing the
fingerprints have access to correlated random sources. We show that fingerprints consisting of quantum
information can be made exponentially smaller than the original strings without any correlations or
entanglement between the parties. This implies an exponential quantum/classical gap for the equality
problem in the simultaneous message passing model of communication complexity.
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Fingerprinting can be a useful mechanism for determin-
ing if two strings are the same: each string is associated
with a much shorter fingerprint and comparisons between
strings are made in terms of their fingerprints alone. This
can lead to savings in the communication and storage of
information.

The notion of fingerprinting arises naturally in the set-
ting of communication complexity (see [1] for a survey).
The particular model of communication complexity that
we consider in this Letter is called the simultaneous mes-
sage passing model, which was introduced by Yao [2] in
his original paper on communication complexity. In this
model, two parties —Alice and Bob —receive inputs x and
y, respectively, and are not permitted to communicate with
one another directly. Rather they each send a message to a
third party, called the referee, who determines the output
of the protocol based solely on the messages sent by Alice
and Bob. The collective goal of the three parties is to cause
the protocol to output the correct value of some function
f!x, y" while minimizing the amount of communication
from Alice and Bob to the referee. For the equality prob-
lem, the function is

f!x, y" !
Ω

1, if x ! y ,
0, if x fi y . (1)

The problem can, of course, be trivially solved if Alice
sends x and Bob sends y to the referee, who can then
compute f!x,y". However, the cost of this protocol is
high; if x and y are n-bit strings, then a total of 2n bits are
communicated. If Alice and Bob instead send fingerprints
of x and y, which may each be considerably shorter than x
and y, the cost can be reduced significantly. The question
we are interested in is how much the size of the fingerprints
can be reduced.

If Alice and Bob share a random O!!! log2!n""""-bit key,
then the fingerprints need only be of constant length if we
allow a small probability of error; a brief sketch of this
follows. A binary error-correcting code is used, which can

be represented as a function E: #0, 1$n ! #0, 1$m, where
E!x" is the code word associated with x [ #0, 1$n. There
exist error-correcting codes (Justesen codes, for instance)
with m ! cn such that the Hamming distance between any
two distinct code words E!x" and E!y" (i.e., the number
of bit positions where they differ) is at least !1 2 d"m,
where c and d are positive constants. For the particu-
lar case of Justesen codes, we may choose any c . 2
and we will have d , 9%10 1 1%!15c" (for sufficiently
large n) [3]. Now, for x [ #0, 1$n and i [ #1, 2, . . . , m$,
let Ei!x" denote the ith bit of E!x". The shared key is
a random i [ #1, 2, . . . , m$ [consisting of log2!n" 1 O!1"
bits]. Alice and Bob, respectively, send the bits Ei!x" and
Ei!y" to the referee, who then outputs 1 if and only if
Ei!x" ! Ei!y". If x ! y, then Ei!x" ! Ei!y", so then the
outcome is correct. If x fi y, then the probability that
Ei!x" ! Ei!y" is at most d, so the outcome is correct
with probability 1 2 d. The error probability can be re-
duced from d to any ´ . 0 by having Alice and Bob send
O!!! log2!1%´"""" independent random bits of the code words
E!x" and E!y" to the referee. In this case, the length of
each fingerprint is O!!! log2!1%´"""" bits.

One disadvantage of the above scheme is that is requires
overhead in creating and maintaining a shared key. More-
over, once the key is distributed, it may be necessary to
store it securely until the inputs are obtained. This is be-
cause, for every fixed key value, there are distinct inputs x
and y on which the protocol gives the incorrect output 1.
Therefore, an adversary who uses the shared key as prior
information can perform the task of fooling the protocol
into incorrectly outputting the value 1.

Yao (Ref. [2] Section 4.D) posed as an open problem
the question of what happens in this model if Alice and
Bob do not have a shared key. Ambainis [4] proved that
fingerprints of O!

p
n " bits suffice if we allow a small er-

ror probability (see also [5–7]). Note that in this setting
Alice and Bob still have access to random bits, but there
are no correlations between each others’ random bits. Sub-
sequently, Newman and Szegedy [7] proved the above is
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