Nonequilibrium plasmons and transport properties of a double-junction quantum wire
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We study theoretically the current-voltage characteristics, shot noise, and full counting statistics of a quantum wire double-barrier structure. We model each wire segment by a spinless Luttinger liquid. Within the sequential tunneling approach, we describe the system’s dynamics using a master equation. We show that at finite bias the nonequilibrium distribution of plasmons in the central wire segment leads to increased average current, enhanced shot noise, and full counting statistics corresponding to a super-Poissonian process. These effects are particularly pronounced in the strong interaction regime, while in the noninteracting case we recover results obtained earlier using detailed-balance arguments. © 2006 American Institute of Physics.
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I. INTRODUCTION

The recent discovery of novel one-dimensional (1D) conductors with non-Fermi liquid behaviors has inspired extensive research activities both in theory and experiment. The generic behavior of electrons in 1D conductors is well described by the Luttinger liquid (LL) theory, a generalization of the Tomonaga–Luttinger (TL) model.1–3 Luttinger liquids are clearly distinguished from Fermi liquids by many interesting characteristics.

The most important examples among others would be (a) the bosonic nature of the elementary excitations (i.e., the collective density fluctuations),4 (b) the power-law behavior of correlations, with interaction-dependent exponents,5–8 and (c) the spin-charge separation.9 All these characteristics cast direct impacts on the transport properties of a 1D system of interacting electrons, including the shot noise and the full counting statistics, as we discuss in this paper.

In this paper we will consider a particular structure, namely, the single-electron transistor (SET), made of 1D quantum wires (QWs). A conventional SET with noninteracting electrodes itself is one of the most extensively studied devices in recent years, in various contexts.10 The SET of interacting 1D QWs has attracted renewed interest as a tunable device to test the LL theory and thereby improve the understanding of the 1D interacting systems. In particular, the recent experimental reports on the temperature dependence of the resonance level width in a SET of semiconductor QWs11 and on the temperature dependence in a SWNT SET12 has stirred a controversy, the former being consistent with the conventional sequential tunneling picture13,14 and the latter supporting the correlated sequential tunneling picture.12,15 The issue motivated the more recent theoretical works based on a dynamical quantum Monte Carlo method16 and on a function renormalization group method,17–20 and still remains controversial.

Another interesting issue on the SET structure of 1D QWs is the effects of the plasmon modes in the central QW.21–24 It was suggested that the plasmon excitations in the central QW leads to a power-law behavior of the differential conductance with sharp peaks at resonances to the plasmon modes.21 The plasmon excitations were also ascribed to the shot noise characteristics reflecting the strong LL correlations in the device.22 Note that in these both works, they assumed fast relaxation of plasmon excitations. We hereafter refer to this approach as “equilibrium plasmons.” However, it is not clear, especially, in the presence of strong bias (eV ≫ k_BT), how well the assumption of equilibrium plasmons can be justified. This question is important since the plasmon modes excited by electron tunneling events can influence the subsequent tunneings of electrons and hence act as an additional source of fluctuations in current. In other words, while the average conductance may not be affected significantly, the effects of the “nonequilibrium plasmons” on shot noise
characteristics can be substantial. Indeed, a recent work suggests that the nonlinear distribution of the plasmon excitations itself is of considerable interest and it can affect the transport properties through the devices, especially the shot noise, significantly. Moreover, even if the precise mechanism of plasmon relaxation in nanoscale structures is not well known and it is difficult to estimate its rate, recent computer simulations on carbon nanotubes indicate that the plasmon lifetime could be of the order of a picosecond, much longer than those in three-dimensional structures.

It is therefore valuable to investigate systematically the effects of nonequilibrium distribution of plasmon excitations with finite relaxation rate on the transport properties through a SET of 1D QWs. In this work we will focus on the shot noise (SN) characteristics and full counting statistics (FCS), which are more sensitive to the nonequilibrium plasmon excitations than average current-voltage characteristics. We found that the SN characteristics and the FCS both indicate that the fluctuations in the current through the devices is highly super-Poissonian. We ascribe this effect to the additional conduction channels via excitation of the plasmon modes. To demonstrate this rigorously, we present both analytic expressions for simplified approximate models and numerical results for the full model system. Interestingly, the enhancement of the noise and hence the super-Poissonian character of the FCS is more severe in the strong-interaction limit. Furthermore, the sensitive dependence of the super-Poissonian shot noise on the nonequilibrium plasmon excitations and their relaxation may provide a useful tool for investigating the plasmon relaxation phenomena in 1D QWs.

The paper is organized as follows: In Sec. II we introduce our model for a 1D QW SET and briefly examine the basic properties of the tunneling rates within the golden rule approximation. We also introduce the master equation approach to be used throughout the paper, and discuss the possible experimental realizations. Before going to the main parts of the paper, in Sec. III we first review the results of the previous work, namely, the nonequilibrium distribution of the plasmons in the central QW in the limit of vanishing plasmon relaxation. This property will be helpful for understanding the results in the subsequent Sections. We then proceed to investigate the consequences of the nonequilibrium plasmons in the context of the transport properties. We first consider average current in Sec. IV, and then discuss shot noise in Sec. V. Finally, we investigate full counting statistics in Sec. VI. Section VII concludes the paper.

II. FORMALISM

The electric transport of a double-barrier structure in the (incoherent) sequential tunneling regime can be described by the master equation

\[ \frac{\partial}{\partial t} P(N,\{n\},t) = \sum_{N'} \left[ \sum_{\{n'\}} \left[ \Gamma(N,\{n\} \rightarrow N',\{n'\}) P(N',\{n'\},t) 
\right. \right. \\
\left. \left. \quad - \Gamma(N',\{n'\} \rightarrow N,\{n\}) P(N,\{n\},t) \right] \right], \tag{1} \]

where \( P(N,\{n\},t) \) is the probability that at time \( t \) there are \( N \) (excess) electrons and \( \{n\} = (n_1, n_2, \ldots, n_m, \ldots) \) plasmon excitations (i.e., collective charge excitations), that is, \( n_m \) plasmons in the mode \( m \) on the quantum dot. The transitions occur via single-electron tunneling through the left (L) or right (R) junctions (see Fig. 1). The total transition rates \( \Gamma \) in master equation (1) are sums of the two transition rates \( \Gamma_L \) and \( \Gamma_R \), where \( \Gamma_{LR}(N,\{n\} \rightarrow N',\{n'\}) \) is the transition rate from a quantum state \( (N',\{n'\}) \) to another quantum state \( (N,\{n\}) \) via electron tunneling through junction LR.

Master equation (1) implies that, with known transition rates, the occupation probabilities \( P(N,\{n\},t) \) can be obtained by solving a set of linear first order differential equations with the probability conservation

\[ \sum_{N,\{n\}} P(N,\{n\},t) = 1. \]

In the long time limit the system converges to a steady-state with probability distribution

\[ \lim_{t \to \infty} P(N,\{n\},t + \tau) = P_{ss}(N,\{n\}), \]

irrespective of the initial preparation of the system.

To calculate the transition rates, we start from the Hamiltonian of the system. The reservoir temperature is assumed zero \((T=0)\), unless it is stated explicitly.

A. Model and Hamiltonian

The system we consider is a 1D quantum wire SET. Our schematic description of the system is that a finite wire segment, which we call a quantum dot, is weakly coupled to two long wires as depicted in Fig. 1. The chemical potential of the quantum dot is controlled by the gate voltage \( (V_G) \) via a capacitively coupled gate electrode. In the low-energy regime, physical properties of the metallic conductors are well described by linearized dispersion relations near the Fermi points, which allows us to adopt the Tomonaga–Luttinger Hamiltonian for each wire segment. We model the system with two semi-infinite LL leads and a finite LL for the central segment. The leads are adiabatically connected to reservoirs which keep them in internal equilibria. The chemical potentials of the leads are controlled by source-drain voltage \( (V) \), and the wires are weakly coupled so that the single-electron tunneling is the dominant charge transport mechanism, i.e., we are interested in the sequential tunneling regime. Rigorously speaking, the voltage drop between the two leads \( (V) \) deviates from the voltage drop between the left and right reservoirs (say \( U \)) if electron transport is activated.
ever, as long as the tunneling amplitudes through the junctions (barriers) are weak so that the Fermi golden rule approach is appropriate, we estimate $V=U$.

The total Hamiltonian of the system is then given by the sum of the bosonized LL Hamiltonian $\hat{H}_0=\hat{H}_L+\hat{H}_D+\hat{H}_R$ accounting for three isolated wire segments labeled by $\ell=(L,D,R)$, and the tunneling Hamiltonian $\hat{H}_T$ accounting for single-electron hops through the junctions $L$ and $R$ at $x_L$ and $x_R$, respectively:

$$\hat{H}=\hat{H}_0+\hat{H}_T. \quad (2)$$

Using standard bosonization technique, the Hamiltonian describing each wire segment can be expressed in terms of creation and annihilation operators for collective excitations ($\hat{b}^\dagger$ and $\hat{b}$).

For the semi-infinite leads, it reads

$$\hat{H}_\ell = \sum_{m=1}^{M} \sum_{\ell=L,R} e_\ell \sum_{m=1}^{\infty} m \hat{b}_{\ell,m}^\dagger \hat{b}_{\ell,m} \quad \text{for} \quad \ell=L,R, \quad (3)$$

where the index $\nu$ labels the $M$ transport sectors of the conductor and $m$ the wave-like collective excitations on each transport sector. The effects of the Coulomb interaction in 1D wire are characterized by the Luttinger parameter $\gamma_\nu\gamma_\ell=1$ for noninteracting Fermi gas and $0$ for the repulsive interactions ($\gamma_\nu\gamma_\ell=1$). The velocities of the collective excitations are also renormalized as $v_\ell=v_{\ell \nu}/\gamma_\nu$. The energy of an elementary excitation in sector $\nu$ is given by $e_\nu=\pi\hbar v_{\ell \nu}/L$, where $L$ is the length of the wire and $\hbar$ is Planck’s constant. For instance, if the wire has a single transport channel (usually referred to as spinless electrons), e.g., a wire with one transport channel under a strong magnetic field, the system’s dynamics is determined by collective charge excitations (plasmons) alone ($\nu=\ell$ and $M=1$). If, however, the spin degrees of freedom survive, the wire has two transport sectors ($M=2$); plasmons ($\nu=\ell$) and spin waves ($\nu=\sigma$). If the system has two transport channels with electrons carrying spin ($M=4$), as is the case with SWNTs, the transport sectors are total-charge plasmons ($\nu=\sigma$), relative-charge plasmons ($\nu=\Delta \rho$), total-spin waves ($\nu=\rho$), and relative-spin waves ($\nu=\Delta \sigma$).

For the short central segment, the zero-mode need to be accounted for as well, which yields

$$\hat{H}_D = \sum_{\nu} e_{\nu} \sum_{m=1}^{\infty} m \hat{b}_{\nu,m}^\dagger \hat{b}_{\nu,m} + \frac{e_\rho}{2M\gamma_\rho} (\hat{N}_\rho - N_G)^2$$

$$+ \sum_{\nu=\sigma} \frac{e_{\nu}}{2M\gamma_\nu} \hat{N}_\nu^2 - E_\nu. \quad (4)$$

In the second line of Eq. (4), which represents the zero-mode energy of the quantum dot, the operator $\hat{N}_\rho$ measures the ground-state charge, i.e., with no excitations, in the $\nu$ sector. The zero-mode energy systematically incorporates Coulomb interaction in terms of the Luttinger parameter $\gamma_\rho$ in the QD. To refer to the zero-mode energy later in this paper, we define the “charging energy” $E_C$ as the minimum energy cost to add an excess electron to the QD in the off-Coulomb blockade regime, i.e.,

$$E_C = [E_D(2,0)-E_D(1,0)]_{N_G=1/2} = e_\rho/\gamma_\rho. \quad (5)$$

Note that this is twice the conventional definition, and includes the effects of finite level spacing. Hence, the charging energy is smallest in the noninteracting limit ($\gamma_\rho=1$) and becomes the governing energy scale in the strong-interaction limit ($\gamma_\rho \ll 1$). The origin of the charging energy in conventional quantum dots is the long-range nature of the Coulomb interaction. In the theory of Luttinger liquid, the long-range interaction can easily be incorporated microscopically through the interaction strength $\gamma_\rho$. For the effect of the finite-range interaction across a tunneling junction, for instance, see Refs. 40 and 41.

Note that charge and spin are decoupled in Luttinger liquids, which implies the electric forces affect the (total) charge sector only; due to intrinsic $e-e$ interactions, $\gamma_\rho<1$ but $\gamma_\sigma=1$, and the gate voltage shifts the band bottom of the (total) charge sector, as may be seen by the dimensionless gate voltage parameter $N_G$ in Eq. (4). As will be shown shortly, the transport properties of the L/R leads are determined by the LL interaction parameter $\gamma_\rho$ and the number of the transport sector $M$. In this work, we consider each wire segment has the same interaction strength for the (total) charge sector, $g=g^{(L)}=g^{(R)}=g^{(D)}$. Accordingly, the energy scales in the quantum are written by $e_\rho=e_\rho^{(D)}=\pi\hbar v_{\ell \rho}/\gamma_\rho L_D$ and $e_0=e_\nu=e_\nu^{(D)}=\pi\hbar v_{\ell \nu}/L_D$.

We consider the ground-state energy in the QD is the same as those in the leads, by choosing the reference energy $E_r$ in Eq. (4) equal to the minimum value of the zero-mode energy,

$$E_r = \min \left( \frac{e_\rho N_G^2}{2M\gamma_\rho} , \frac{e_\sigma (1-N_G)}{2M\gamma_\sigma} + \frac{e_0 (M-1)}{2M} \right), \quad (6)$$

where $\min(x,x')$ denotes the smaller of $x$ and $x'$, and the gate charge $N_G$ is in the range $N_G \in [0,M]$.

The zero-mode energy in the QD,

$$E_0 = \frac{e_\rho}{2M\gamma_\rho} (N-N_G)^2 + \frac{e_0}{2M\gamma_\sigma} \sum_{\nu=\sigma} N_\nu^2 - E_r \quad (7)$$

yields degenerate ground states for $N=0$ and $N=1$ excess electrons when $N_G=[(M-1)\gamma_\rho^2+1]/2$. Here we have replaced $N_\rho$ by the number of the total excess electrons $N$, since $N_\rho=N$, and $N_\nu$ are all either even or odd integers, simultaneously; in the case of the SWNTs with $N=\Sigma_{i=1}^{i_{SW}} N_i$ excess electrons, where $i=1,2$ is the channel index and $s=\uparrow,\downarrow$ is the spin index of conduction electrons ($M=4$), $N_\rho=N$, $N_{\Delta \rho} = \sum_{i} (N_{i,\uparrow}-N_{i,\downarrow})$, $N_{\Delta \sigma} = \sum_{i} (N_{i,\uparrow}-N_{i,\downarrow})$.

From now on we consider only one spin-polarized (or spinless) channel unless otherwise stated—our focus is on the role of Coulomb interactions, and the additional channels only lead to more complicated excitation spectra without any qualitative change in the physics we address below. A physical realization of the single-channel case may be obtained, e.g., by exposing the quantum wire to a large magnetic field.
For the system with high tunneling barriers, the electron transport is determined by the bare electron hops at the tunneling barriers. The tunneling events in the DB structure are described by the Hamiltonian
\[ \hat{H}_T = \sum_{\ell=L,R} \left[ t_\ell \hat{\Psi}_\ell^\dagger(X_\ell) \hat{\Psi}_\ell(X_\ell) + \text{h.c.} \right], \] (8)
where \( \hat{\Psi}_\ell^\dagger(X_\ell) \) and \( \hat{\Psi}_\ell(X_\ell) \) are the electron creation and annihilation operators at the edges of the wires near the junctions at \( X_L \) and \( X_R \). As mentioned earlier, the electron field operators \( \hat{\Psi} \) and \( \hat{\Psi}^\dagger \) are related to the plasmon creation and annihilation operators \( \hat{b} \) and \( \hat{b}^\dagger \) by the standard bosonization formulas. Different boundary conditions yield different relations between electron field operators and plasmon operators. Exact solutions for the periodic boundary condition have been known for decades \(^3,37\) but the open boundary conditions which are appropriate for the system considered here have been investigated only recently (see, for example, Refs. 38 and 42–44).

The dc bias voltage \( V=V_L+V_R \) between the L and R leads is incorporated into the phase factor of the tunneling matrix elements \( t_\ell=|t_\ell|\exp(-i\pi V_\ell t/\hbar) \) by a time-dependent unitary transformation.\(^10\) Here \( V_{LR}=VC/CRL \) is the voltage drop across junction L/R, where \( C=C_L+C_R \) is the effective total capacitance of the double junction, and the bare tunneling matrix amplitudes \( |t_{LR}|^2 \) are assumed to be energy independent. Experimentally, the tunneling matrix amplitude is sensitive to the junction properties while the capacitance is not. For simplicity, the capacitances are thus assumed to be symmetric \( C_L=C_R \) throughout this work. By junction asymmetry we mean the asymmetry in the (bare) squared tunneling amplitudes \( |t_{LR}|^2 \). The parameter \( R=|t_L|^2/|t_R|^2 \) is used to describe junction asymmetry; \( R=1 \) for symmetric junctions and \( R \rightarrow 1 \) for highly asymmetric junctions.

It is known that at low energy scales, in quantum wires with electron density away from half-filling, the backscattering and umklapp scattering processes, which generate momentum transfer across the Fermi sea (\( \approx 2k_F \)), can be safely ignored in the middle of ideal 1D conductors,\(^37\) including armchair SWNTs.\(^38\) The Hamiltonian (2) does not include the backscattering and umklapp processes (except at the tunneling barriers) and therefore it is valid away from half-electron-filling.

We find that, in the regime where electron spin does not play a role, the addition of a transport channel does not change essential physics present in a single transport channel. Therefore, we primarily focus attention to a QW of single transport channel with spinless electrons and will comment on the effects due to multiple channel generalization, if needed.

**B. Electron transition rates**

The occupation probability of the quantum states in the SET system changes via electron tunneling events across L/R-junctions. In the single-electron tunneling regime, the bare tunneling amplitudes \( |t_{LR}| \) are small compared to the characteristic energy scales of the system, and electron tunneling is the source of small perturbation of three isolated LLs. In this regime, we calculate transition rates \( \Gamma_{LR} \) between eigenstates of the unperturbed Hamiltonian \( \hat{H}_0 \) to the lowest nonvanishing order in the tunneling amplitudes \( |t_{LR}| \).

In this golden rule approximation, we integrate out the lead degrees of freedom, since the leads are in internal equilibria, and the transition rates are given as a function of the state variables and the energies of the QD only:\(^21,23\)

\[
\Gamma_{LR}(N',\{n'\})-N,\{n\}) = \frac{2\pi |t_{LR}|^2}{\hbar} \gamma(W_{LR}) \gamma_{P}(\{n'\},\{n\}).
\] (9)

In Eq. (9) \( W_{LR} \) is the change in the Gibbs free energy associated with the tunneling across junction L/R,

\[
W_{LR} = E_D(N',\{n'\})-E_D(N,\{n\}) = (N'-N)\epsilon V_{LR}.
\] (10)

Here \( E_D(N,\{n\}) = \langle N,\{n\}|\hat{H}_D|N,\{n\}\rangle \) is the energy of the eigenstate \( \{N,\{n\}\} \) of the dot, and L/R correspond to \(-/+\). For the QD with only one transport channel with spinless electrons only,

\[
E_D(N,\{n\}) = \epsilon_p \sum_{m=1}^{\infty} mn_m + \frac{(N-N_c)^2}{2g_D} - E_F,
\] (11)

where \( \epsilon_p=\epsilon_p' \) since we are considering only charge plasmons, and \( n_m = \langle n_m | \hat{\hat{b}}_m^\dagger \hat{\hat{b}}_m | n_m \rangle \) is the number of plasmons in the mode \( m \). Note that the excitation spectrum (11) in the QD consists of charge excitations, which are formed by changing electron number \( N \) in the zero-mode, and plasmon excitations, which are neutral excitations. In this work, we sharply distinguish those two different excitations.

The function \( \gamma(x) \) in Eq. (9) is responsible for the plasmon excitations on the leads, and given by (see, e.g., Ref. 14)

\[
\gamma(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} dt e^{ix(\hat{\Psi}_L^\dagger(X_L,0)\hat{\Psi}_L^\dagger(X_L,t))}
= \frac{1}{2\pi} \frac{1}{\pi\nu_F} \frac{2\pi\Lambda g^{1/4-x}}{\hbar v_F^{\beta}} \Gamma \left( \frac{1}{2} + \alpha \right)
+ i \frac{\beta \nu_F}{2\pi} \frac{2 e^{-\beta \nu_F^2}}{\Gamma(1+\alpha)},
\] (12)

where \( \beta = 1/k_B T \) is the inverse temperature in the leads, \( \Lambda \) is a short-wavelength cutoff, and \( \Gamma(z) \) is the gamma function. The exponent \( \alpha=(g-1)/M \) is a characteristic power-law exponent indicating interaction strength of the leads with \( M \) transport sectors (hence, in our case, \( M=1 \)). For \( g=1 \) (noninteracting case), the exponent \( \alpha=0 \), and it grows as \( g \rightarrow 0 \) (strong interaction). The decrease of the exponent \( \alpha \) with increasing \( M \) implies that the effective interaction decreases due to multi-channel effect, and the Luttinger liquid eventually crosses over to a Fermi liquid in the many transport channel limit.\(^35,46\)

For the noninteracting electron gas, the spectral density \( \gamma(\epsilon) \) is the TDOS multiplied by the Fermi-Dirac distribution function \( f_{FD}(\epsilon) = [1+\exp(\beta \epsilon)]^{-1} \), \( \gamma(\epsilon) = f_{FD}(\epsilon) / (\pi \hbar v_F) \) for \( g=1 \). At zero temperature, \( \gamma(\epsilon) \) is proportional to a power of energy,
\[
\lim_{\tau \to 0} \gamma(\varepsilon) = \Theta(-\varepsilon) \frac{1}{\pi \hbar v_F \Gamma(\alpha + 1)} \alpha^\alpha, \quad (13)
\]

where \( \varepsilon = \hbar v_F / L \) is a high-energy cutoff. At zero temperature \( \gamma(\varepsilon) \) is the TDOS for the negative energies and zero otherwise (as it should be), imposed by the unit step function \( \Theta(-\varepsilon) \).

The function \( \gamma_D \) in Eq. (9) accounts for the plasmon transition amplitudes in the quantum dot, and is given by

\[
\gamma_D(n', n) = \delta_{n', N+1} \langle N', n' | \hat{\Psi}^\dagger_D(X_t) | N, n \rangle^2 + \delta_{n', N-1} \langle N', n' | \hat{\Psi}_D(X_t) | N, n \rangle^2, \quad (14)
\]

where we have used the fact that the zero-mode overlap is unity for \( N' = N \pm 1 \) and vanishes otherwise. The overlap integrals between plasmon modes are, although straightforward, quite tedious to calculate, and we refer to Appendix A for the details. The resulting overlap of the plasmon states can be written as a function of the mode occupations \( n_m \)

\[
\langle \langle n' | \hat{\Psi}_D(X_t) | n \rangle \rangle^2 = \langle \langle n' | \hat{\Psi}_D(X_t) | n \rangle \rangle^2 = \frac{1}{L_D} \frac{\pi \Lambda}{L_D} \phi(n', n) \quad (15)
\]

with

\[
\phi(n', n) = \prod_{m=1}^{\infty} \left( \frac{1}{g m} \right)^{n_m - n_m} \frac{(\varepsilon - \epsilon_m)}{L_n^\alpha} L_m^\alpha \frac{(\varepsilon_{m-1})}{L_m^\alpha} \left( \frac{1}{g m} \right)^{n_m - n_m},
\]

(16)

where \( n_m^{(c)} = \min(n_m, n_m) \) and \( n_m^{(c)} = \max(n_m, n_m) \), \( \alpha_D = (g_D^{-1} - 1) / 2 \) for the QD with one transport sector, and \( L_i(x) \) are Laguerre polynomials. Additional transport sectors would appear as multiplicative factors of the same form as \( \phi(n', n) \) and result in a reduction of the exponent \( \alpha_D \).

Notice that in the low energy scale only the first few occupations \( n_m \) and \( n_m^{(c)} \) in the product differ from zero, contributing nontrivially to the transition rate (9).

C. Plasmon relaxation process in the quantum dot

In general, plasmons on the dot are excited by tunneling events and have a highly nonequilibrium distribution. The coupling of the system to the environment, such as an external circuit or background charge in the substrate, leads to relaxation towards the equilibrium. While the precise form of the relaxation rate, \( \Gamma_p \), depends on the details of the relaxation mechanism, the physical properties of our concern do not depend on the details. Here we take a phenomenological model, where the plasmons are coupled to a bath of harmonic oscillators by

\[
H_{\text{plasmon-bath}} = \sum_{m, n, \alpha} (\hat{a}_{m}^\dagger \hat{a}_{m} b_{n} a_{\alpha}^\dagger + \text{h.c.}). \quad (17)
\]

In Eq. (17) \( a_{\alpha} \) and \( a_{\alpha}^\dagger \) are bosonic operators describing the oscillator bath, and \( g_{m}^\alpha \) are the coupling constants. We will assume an Ohmic form of the bath spectral density function

\[
J_m^\alpha(\omega) = \sum_{n} |g_m^\alpha|^2 \delta(\omega - \omega_n) = \gamma_m^\alpha \Omega_m^\alpha, \quad (18)
\]

where \( \omega_n \) is the frequency of the oscillator corresponding to \( a_{\alpha} \). \( \gamma_m^\alpha \) is a dimensionless constant characterizing the bath spectral density, and \( \Omega_m^\alpha = \hbar^2 v_F L_D |\tilde{t}_m^\alpha|^2 + |\tilde{r}_m^\alpha|^2 \) is the natural time scale of the system. Within the rotating-wave approximation, the plasmon transition rate due to the harmonic oscillator bath is given by

\[
\Gamma_p(n' \rightarrow n) = \gamma_m^\alpha \Omega_m^\alpha = \frac{W_p}{e^{\Delta w_m} - 1}, \quad (19)
\]

with

\[
W_p = \epsilon_p \sum_m (n'_m - n_m),
\]

where \( \epsilon_p = \epsilon_p \) is the plasmon energy. Note that these phenomenological rates obey detailed balance and, therefore, at low temperatures only processes that reduce the total plasmon energy occur with appreciable rates.

D. Matrix formulation

For later convenience, we introduce a matrix notation for the transition rates \( \Gamma \), with the matrix elements defined by

\[
[\hat{\Gamma}_p^\alpha(N)]_{n', n} = \Gamma_p(N \pm 1, n' \rightarrow N, n), \quad (20)
\]

i.e., the element \( (n', n) \) of the matrix block \( \hat{\Gamma}_p^\alpha(N) \) is the transition rate \( \Gamma_p(N \pm 1, n' \rightarrow N, n) \). Similarly,

\[
[\hat{\Gamma}_p^\alpha(N)]_{n', n} = \delta_{n', n} \sum_{n''} \hat{\Gamma}_p^\alpha(N, n' \rightarrow n, n''), \quad (21)
\]

and

\[
[\hat{\Gamma}_p^\alpha(N)]_{n', n} = -\Gamma_p(n', n) + \delta_{n', n} \sum_{n''} \Gamma_p(n'', n), \quad (22)
\]

Master equation (1) can now be conveniently expressed as

\[
\frac{d}{dt} \langle P | t \rangle = -\hat{\Gamma}^\alpha | P \rangle, \quad (23)
\]

with

\[
\hat{\Gamma} = \hat{\Gamma}_p + \sum_{\ell = L, R} \hat{\Gamma}_\ell^0 - \hat{\Gamma}_\ell^\pm - \hat{\Gamma}_\ell^\mp,
\]

where \( | P(t) \rangle \) is the column vector (not to be confused with the “ket” of quantum mechanics) with elements given by \( \langle N, n | P(t) \rangle = P(N, n, t) \). Therefore, the time evolution of the probability vector satisfies

\[
| P(t) \rangle = \exp(-\hat{\Gamma} t) | P(0) \rangle. \quad (24)
\]

In the long-time limit, the system reaches a steady state \( | P(\infty) \rangle \).

The ensemble averages of the matrices \( \hat{\Gamma}_\ell^\pm \) can then be defined by
\[
\langle \hat{\Gamma}^+_{\text{el}}(t) \rangle = \sum_{N,\{n\}} \langle N,\{n\}|\hat{\Gamma}^+_{\text{el}}|P(t)\rangle.
\]  

(25)

We will construct other statistical quantities, such as average current and noise power density, on the basis of Eq. (25).

### III. STEADY-STATE PROBABILITY DISTRIBUTION OF NONEQUILIBRIUM PLASMONS

By solving the master equation (23) numerically (without plasmon relaxation), in Ref. 23 we obtained the occupation probabilities of the plasmonic many-body excitations as a function of the bias voltage and the interaction strength. We found that in the weak to noninteracting regime, \( g = 1/(1+\alpha) \approx 1 \) for the wire with one transport sector, the nonequilibrium probability of plasmon excitations is a complicated function of the detailed configuration of state occupations \( \{n\} = (n_1, n_2, \ldots, n_m, \ldots) \).

In contrast, the nonequilibrium occupation probability in the strong interaction regime with (nearly) symmetric tunneling barriers depends only on the total energy of the states, and follows a universal form irrespective of electron charge \( N \) in the QD. In the leading order approximation, it is given by

\[
P^{(0)}(e) = \frac{1}{Z} \exp \left( -\frac{3(\alpha + 1)}{2} \frac{e}{e_V} \log \frac{e}{e_p} \right),
\]

where \( Z \) is a normalization constant. Notice that \( e \) is the total energy, including zero-mode and plasmon contributions. The distribution has a universal form which depends on the bias voltage and the interaction strength. The detailed derivation is in Appendix B. This analytic form is valid for not-too-low energies \( (e, e_V) \approx 3e_p \) and in the strongly interacting regime \( \alpha \approx 1 \). A more accurate approximation formula [Eq. (B13)] is derived in Appendix B.

For symmetric junctions, the occupation probabilities fall on a single curve, well approximated by the analytic formulas Eqs. (26) and (B13), as seen in the insets in Fig. 2, where \( P(e) \) is depicted as a function of the state energies for \( g = 0.2 \) (a) and \( g = 0.5 \) (b), with parameters \( R = 1 \) for the inset and \( R = 100 \) for the main figures \((e_V = 6e_p, N_G = 1/2)\). For the asymmetric junctions, the line splits into several branches, one for each electric charge \( N \), see the figure. However, as seen in Fig. 2a, if the interaction is strong enough \( (g \geq 0.3 \text{ for } R = 100 \text{ and } e_V = 6e_p) \), each branch is, independently, well described by Eq. (26) and (B13). For weaker interactions, \( g \geq 0.3 \) for \( R = 100 \) and \( e_V = 6e_p \), the analytic approximation is considerably less accurate, as shown in Fig. 2b. Even in the case of weaker interactions, however, the logarithms of the plasmon occupation probabilities continue to be nearly linear in \( e \) but with a slope that deviates from that seen for symmetric junctions.

### IV. AVERAGE CURRENT

In terms of the tunneling current matrices across junction L/R

\[
\hat{I}_{LR}^\pm = \mp e(\hat{\Gamma}^+_{LR} - \hat{\Gamma}^-_{LR}),
\]

(27)

the average current \( I_{LR}(t) = \langle \hat{I}_{LR}(t) \rangle \) through junction L/R is

\[
I_{LR}(t) = \sum_{N,\{n\}} \langle N,\{n\}|\hat{I}_{LR}|P(t)\rangle.
\]

(28)

The total external current \( I(t) = \langle \hat{I}(t) \rangle \), which includes the displacement currents associated with charging and discharging the capacitors at the left and right tunnel junctions, is then conveniently written as

\[
I(t) = \sum_{\ell=L,R} \langle C/C_\ell \rangle I_\ell(t),
\]

(29)

where \( C^{-1} = C_L^{-1} + C_R^{-1} \). As the system reaches a steady state in the long-time limit, the charge current is conserved throughout the system, \( I = I(\infty) = I_L(\infty) = I_R(\infty) \).

One consequence of nonequilibrium plasmons is the increase in current as shown in Fig. 3, where the average current is shown as a function of the bias for different interaction strengths. The currents are normalized by \( I_c = I(eV = 2E_C) \) with no plasmon relaxation \( (\gamma_p = 0) \) for each interaction strength \( g \), and we see that the current enhancement is substantial in the strong interaction regime \( (g \leq 0.5) \), while there is effectively no enhancement in noninteracting limit \( g = 1 \) (the two black lines are indistinguishable in the figure). In the weak interaction limit the current increases in discrete steps as new transport channels become energetically allowed, while at stronger interactions the steps are smeared to
power laws with exponents that depend on the number of
discreteness of charge and the stochastic nature of trans-
port. In contrast, shot noise is a consequence of the
charge carriers. Here we will particularly focus on
the charge transport through the device is highly super-
currents with no plasmon relaxation

\[ K_{\ell\ell'}(\tau) = \varepsilon^2 \sum_{N,\{n\}} \langle N,\{n\} \rangle \langle \Theta(+)\hat{I}_\ell \rangle \\
\times \exp(-\hat{\Gamma}_\tau)\hat{I}_\ell + \Theta(-)\hat{I}_{\ell'}, \\
\times \exp(+\hat{\Gamma}_\tau)\hat{I}_{\ell'} + \delta(\tau)\delta_{\ell\ell'}(\hat{\Gamma}_\tau^+ + \hat{\Gamma}_\tau^-)] P(\infty). \]  

(31)

where \( \Theta(x) \) is the unit step function. There is no well-known justification, in principle, for treating the shot noise by the master equation approach, which ignores quantum coherence effects. Actually, the influence of quantum coherence on shot noise is an intriguing issue. However, we note that both quantum mechanical approaches and semiclassical derivations based on a master equation approach predict identical shot noise results, implying that the shot noise is not sensitive to the quantum coherence in double-barrier structures. The master equation approach has been used by many authors for shot noise in SET devices as well, and some of their predictions have been experimentally confirmed. On these grounds, here we adopt the master equation approach and leave the precise test of the justification open to either experimental or further theoretical test.

To investigate the correlation effects, the noise power customarily compared to the Poisson value \( S_{\text{Poisson}} = 2eI \). The Fano factor is defined as the ratio of the actual noise power and the Poisson value,

\[ F = \frac{S(0)}{2eI}. \]  

(32)

Since thermal noise \( (S=4k_bT G(V=0)) \) is not particularly interesting, we focus on the zero-frequency shot noise, in the low bias voltage regime where the Coulomb blockade governs the electric transport; \( T=0 \) and \( eV \approx 2E_C \).

### A. Qualitative discussions

As we discuss below in detail, we have found in the absence of substantial plasmon relaxation a giant enhancement of the shot noise beyond Poissonian limit \( (F=1) \) over wide ranges of bias and gate voltages; i.e., the statistics of the charge transport through the device is highly super-Poissonian. In the opposite limit of fast plasmon relaxation rate, the shot noise is reduced below the Poissonian limit (still exhibiting features specific to LL correlations) in accordance with the previous work. Before going directly into details, it will be useful to provide a possible physical interpretation of the result.

We ascribe the giant super-Poissonian noise to the opening of additional conduction channels via the plasmon modes. In the parameter ranges where the giant super-Poissonian noise is observed, there is a considerable amount of plasmon excitations. It means that the charges can have more than one possible paths (or, equivalently, more than two local states in the central island involved in...
the transport) from left to right leads, making use of different plasmon modes. Similar effects have been reported in conventional SET devices and single-electron shuttles. It is a rather general feature as long as the multiple transport channels are incoherent and have different tunneling rates. An interesting difference between our results and the previous results is that the super-Poissonian noise is observed even in the sequential tunneling regime whereas in Ref. 29 it was observed in the incoherent co-tunneling regime, and in Ref. 65 due to the mechanical instability of the electron-mediated shuttle.

Notice that the fast plasmon relaxation prevents the additional conduction channel opening, and in the presence of fast plasmon relaxation, the device is qualitatively the same as the conventional SET. The noise is thus reduced to the Poissonian or weakly sub-Poissonian noise.

To justify our interpretation, in the following two subsections we compare two parameter regimes with only a few states involved in the transport, which are analytically tractable. When only two charge states (no plasmon excitations) are involved (Sec. V B), the transport mechanism is qualitatively the same as the usual sequential tunneling in a conventional SET. Therefore, one cannot expect an enhancement of noise beyond the Poissonian limit. As the bias voltage increases, there can be one plasmon excitation associated with the lowest charging level (Sec. V C). In this case, through the three-state approximation, we will explicitly demonstrate that the super-Poissonian noise arises due to fluctuations induced by additional conduction channels. Detailed analysis of the full model system is provided in subsequent subsections.

### B. Two-state model (eV=εp)

The electron transport involving only two lowest energy states in the quantum dot are well studied by many authors (see, for instance, Ref. 31). Nevertheless, for later reference we begin the discussion of shot noise with two-state process, which provides a reasonable approximation for \( eV = \varepsilon_p \). At biases such that \( eV = \varepsilon_p \) and sufficiently low temperatures, the two lowest states \( |N, n_1\rangle = |0, 0\rangle \) and \( |1, 0\rangle \) dominate the transport process and the rate matrix is given by

\[
\Gamma = \begin{bmatrix}
\gamma^+ & -\gamma^- \\
-\gamma^+ & \gamma^-
\end{bmatrix},
\]

where the matrix elements are \( \gamma^+ = \Gamma_{L}(1,0 \leftrightarrow 0,0) \) and \( \gamma^- = \Gamma_{R}(0,0 \leftrightarrow 1,0) \).

With the current matrices defined by Eq. (27)

\[
\hat{I}_L = \begin{bmatrix}
0 & 0 \\
\gamma^+ & 0
\end{bmatrix}, \quad \hat{I}_R = \begin{bmatrix}
0 & \gamma^- \\
0 & 0
\end{bmatrix},
\]

the noise power is obtained straightforwardly by Eqs. (30) and (31) using the steady-state probability

\[
[P(\omega)] = \begin{bmatrix}
P_{00} \\
P_{10}
\end{bmatrix} = \frac{1}{\gamma^+ + \gamma^-} \begin{bmatrix}
\gamma^- \\
\gamma^+
\end{bmatrix}.
\]

The Fano factor (32) takes a simple form

\[
F_2 = \frac{P_{10}^2 + P_{01}^2}{P_{00}} = \frac{1 + (\gamma^-/\gamma^+)^2}{(1 + \gamma^-/\gamma^+)^2},
\]

where

\[
\gamma^+ = \frac{1}{R_{E}/2 + \delta E_0}^{\alpha}, \quad \gamma^- = \frac{1}{R_{E}/2 - \delta E_0}^{\alpha}
\]

and \( \delta E_0 \) is the shift of the bottom of the zero mode energy induced by the gate voltage,

\[
\delta E_0 = (\delta E_0/e)/g, \quad \delta N_G = N_G - 1/2.
\]

Note that Eq. (36) is valid for \( |\delta E_0| \leq eV/2 \), otherwise \( I=0 \) and \( S=0 \) due to Coulomb blockade. We see from Eq. (35) that the Fano factor is minimized for \( \gamma^-/\gamma^+ = 1 \) and maximized for \( \gamma^-/\gamma^+ \equiv 0 \), with the bounds \( 1/2 \leq F_2 < 1 \). At the gate charge \( N_G = 1/2 \), it is determined only by the junction asymmetry parameter \( R \) : \( F_2 = (1+R^2)/(1+R)^2 \). Note that when only two states are involved in the current carrying process (ground state to ground state transitions), the Fano factor cannot exceed the Poisson value \( F = 1 \).

As a consequence of the power-law dependence of the transition rates on the transfer energy (13), the Fano factor is a function of the bias voltage, and the interaction strengths, it varies between the minimum and maximum values

\[
F_2 = \begin{cases}
1/2 & \text{at } \delta E_0 = 1 - R^{1/4} eV/2 \\
1 & \text{at } \delta E_0 = 0
\end{cases}
\]

(cf. Eq. (5) in Ref. 22). Figure 4 depicts the Fano factor as

\[
N_{G}^{\text{opt}} = 1/2 + g(eV/2\varepsilon_p) \left( 1 - R^{1/4} eV/2 ight). \]

The Fano factor, independently of the interaction strength, crosses \( F_2 = (1+R^2)/(1+R)^2 \) at \( N_G = 1/2 \), and it approaches a maximum \( F_2 = 1 \) at \( N_G = 1/2 \pm \varepsilon_p(eV/2\varepsilon_p) \).

### C. Three-state model (eV=2εp)

The two-state model is applicable for bias voltages below \( eV_{th} = 2(\varepsilon_p - |\delta E_0|) \). Above this threshold voltage, three or more states are involved in the transport. For electron trans-
port involving three lowest energy states in the quantum dot \(|N,n_1|=\{0,0\}, \{1,0\}, \text{ and } \{1,1\}\) with \(n_m=0\) for \(m \geq 2\), the noise power can be calculated exactly if the the contribution from the (backward) transitions against the bias is negligible, as is typically the case at zero temperature. In practice, however, the backward transitions are not completely blocked for biases above the threshold voltage of the plasmon excitations, even at zero temperature: once the bias voltage reaches the threshold to initiate plasmon excitations, the high-energy plasmons in the QD above the Fermi energies of the leads are also partially populated, opening up the possibility of backward transitions.

A qualitatively new feature that can be studied in the three-state model as compared to the two-state model is plasmon relaxation: the system with a constant total charge may undergo transitions between different plasmon configurations.

We will show in this subsection that the analytic solution of the Fano factor of the three-state process yields an excellent agreement with the low bias numerical results in the strong interaction regime, while it shows small discrepancy in the weak interaction regime (due to non-negligible contribution from the high-energy plasmons). We will also show that within the three state model the Fano factor may exceed the Poisson value.

**Analytic results**

By allowing plasmon relaxation, the rate matrix involving three lowest energy states \(|N,n_1|=\{0,0\}, \{1,0\}, \text{ and } \{1,1\}\) is given by

\[
\Gamma = \begin{pmatrix}
\gamma_0^+ & \gamma_1^- & -\gamma_0^- & -\gamma_1^-\\
-\gamma_0^+ & \gamma_0^- & -\gamma_p & \\
-\gamma_1^- & 0 & \gamma_1^- & \\
\end{pmatrix}
\]

(39)

with the matrix elements \(\gamma_i^+ = \Gamma_{L}(i \leftarrow 0,0), \gamma_i^- = \Gamma_{R}(0,0 \leftarrow i,1)\) \((i=0,1,\text{ and } \gamma_p)\) introduced in Eq. (19). The current matrices defined by Eq. (27) are

\[
\begin{align*}
\hat{I}_L(1,2) &= \gamma_0^+ , \quad \hat{I}_L(3,1) = \gamma_1^+ , \\
\hat{I}_R(1,2) &= \gamma_0^- , \quad \hat{I}_R(1,3) = \gamma_1^-,
\end{align*}
\]

with \(\hat{I}_{\ell}(i,j)=0\) for the other pairs of the set \(i,j=1,2,3\), where \(\ell=L,R\). The noise power is obtained straightforwardly by Eqs. (30) and (31) using the steady-state probability

\[
|P(\infty)| = \frac{P_{00}}{P_{11}} = \frac{1}{Z} \left[ \gamma_0^2(\gamma_1^+ + \gamma_p) + \gamma_0^+(\gamma_1^- + \gamma_p) + \gamma_1^-(\gamma_1^- + \gamma_p) \right],
\]

(40)

with normalization constant \(Z = \gamma_0^2 \gamma_1^+ + \gamma_1^- \gamma_0^- + \gamma_0^+(\gamma_1^- + \gamma_0^- + \gamma_1^+ \gamma_p)\). With the use of the average current \(I = e(P_{10} \gamma_0^- + P_{11} \gamma_1^-)\), the Fano factor \(F = S(\theta)/2eI\) is given by

\[
F = P_{00}^2 + P_{10}^2 + P_{11}^2 + 2P_{11} \frac{1}{Z} \gamma_0^2 (\gamma_1^- + \gamma_p)^2 - \gamma_0 \gamma_1^+ + \gamma_0 \gamma_1^- + \frac{\gamma_0^2 \gamma_1^- + \gamma_0 \gamma_1^+}{\gamma_0^- \gamma_1^-}.
\]

(41)

FIG. 5. Fano factor \(F=S(\theta)/2eI\) as a function of the gate charge \(N_G\) for symmetric junctions \((R=1)\) at voltage \(eV=2e\phi\) \((T=0)\) with no plasmon relaxation. Numerical results (solid lines) versus analytic results with three states, Eq. (41) (dashed lines) for \(g=0.3, 0.5, \text{ and } 1.0\).

Compared to the Fano factor (35) in the two-state process, complication arises already in the three-state process due to the last term in Eq. (41), which results from the coupling of \(P_{11}\) and the rates, which cannot be expressed by the components of the probability vector.

In order to have \(|N,n_1|=\{0,0\}, \{1,0\}, \text{ and } \{1,1\}\) as the relevant states, we assume \(\gamma^+_0 > \gamma^-_0\), or more explicitly \(N_G \gg N_G^{\text{dep}}\), which is introduced in Eq. (38). In the opposite situation \((\gamma^-_0 < \gamma^+_0)\), the relevant states are \(|N,n_1|=\{0,0\}, \{0,1\}, \text{ and } \{1,0\}\), and the above description is still valid with the exchange of electron number \(N=0\leftrightarrow 1\) and the corresponding notation \(\gamma^+_0 \leftrightarrow \gamma^-_0, i=0,1\).

To see the implications of Eq. (41), we plot the Fano factor in Fig. 5 with respect to the gate charge \(N_G\) for symmetric junctions at \(eV=2e\phi\) \((T=0)\), with no plasmon relaxation \((\gamma_p=0)\).

Two main features are seen in Fig. 5. First, the shot noise is enhanced over the Poisson limit \((F=1)\) in the strong interaction regime, \(g \leq 0.5\), for a range of parameters with gate charges away from \(N_G=1/2\). As discussed above, in the low bias regime \(eV < 2(e\phi - |\delta E_0|)\) at zero temperature, no plasmons are excited and the electric charges are transported via only the two-state process following the Fano factor (35) which results in the sub-Poissonian shot noise \((1/2 \leq F \leq 1)\). Once the bias reaches the threshold \(eV_{\text{th}}=2(e\phi - |\delta E_0|)\), it initiates plasmon excitations which enhance the shot noise over the Poisson limit. This feature is discussed in more detail below.

Second, in the weak interaction regime \((g \geq 0.5)\) a small discrepancy between the analytic result (41) (dashed line) and the numerical result (solid line) is found. It results from the partially populated states of the high-energy plasmons over the bias due to nonvanishing transition rates. On the other hand, a simple three-state approximation shows excellent agreement in the strong interaction regime \((g=0.3\text{ in Fig. 5})\), indicating negligible contribution of the high-energy plasmons \((E_D(N,\langle n \rangle) > eV/2)\) to the charge transport mechanism. This is due to the power law suppression of the transition rates (13) as a function of the transfer energy (10).
Limiting cases

To verify the role of nonequilibrium plasmons as the cause of the shot noise enhancement, we consider two limiting cases of Eq. (41): \( \gamma_p=0 \) and \( \gamma_p \gg \gamma_i^p \).

In the limit of no plasmon relaxation (\( \gamma_p=0 \)), the Fano factor (41) of the three-state process is simplified as

\[
F_3^{(0)} = 1 - 2[(1 - P_{10})P_{10} + (1 - P_{11})P_{11}]
+ 2P_{10}P_{11} \frac{\gamma_0^2 + (\gamma_i^p)^2}{\gamma_0 \gamma_i^p},
\] (42)

with the steady-state probability

\[
|P(\infty)| = \begin{bmatrix}
P_{00} \\
P_{01} \\
P_{11}
\end{bmatrix} = \frac{1}{2} \begin{bmatrix}
\gamma_0^2 & 0 & \gamma_i^p \\
0 & \gamma_i^p & 0 \\
\gamma_i^p & 0 & \gamma_0^2
\end{bmatrix},
\] (43)

where the new normalization constant is \( Z = \gamma_0^2 + \gamma_i^2 \gamma_0^2 + \gamma_0 \gamma_i^2 \).

The three-state approximation is most accurate in the low bias regime \( 2(e_p - \delta E_0) \ll eV \ll 2E \) (\( \delta E_0 \) is defined in Eq. (36)) and for gate voltages away from \( N_G = 1/2 \), i.e., for \( 1/2 < N_G \leq 1 \) (or \( 0 \leq N_G < 1/2 \) with the exchange of indices regarding particle number \( N = 0 \leftrightarrow 1 \)). In this regime, \( \gamma_i^p \) and/or \( \gamma_i \) dominate over the other rates, \( (\gamma_0^2, \gamma_i^p) \gg (\gamma_0, \gamma_i) \), which results in \( 1 \gg P_{10} \gg (P_0, P_1) = 0 \). The Fano factor (42) now is reduced to

\[
F_3^{(0)} = 1 + 2P_{10}P_{11} \frac{\gamma_0^2 + (\gamma_i^p)^2}{\gamma_0 \gamma_i^p} \approx 1 + 2 \frac{\gamma_i^p}{\gamma_0}.
\] (44)

Notice that while Eq. (42) is an exact solution for the three-state process with no plasmon relaxation, Eq. (44) is a good approximation only sufficiently far from \( N_G = 1/2 \). In this range, Eq. (44) explicitly shows that the opening of new charge transport channels accompanied by the plasmon excitations causes the enhancement of the shot noise (over the Poisson limit).

Recently, super-Poissonian shot noise, i.e., Fano factor \( F > 1 \), has been found in several different situations in quantum systems. Sukhorukov et al.\(^{29}\) studied the noise of the co-tunneling current through one or several quantum dots coupled by tunnel junctions, in the Coulomb blockade regime, and showed that strong inelastic co-tunneling could induce super-Poissonian shot noise due to switching between quantum states carrying currents of different strengths. Thielmann et al.\(^{66}\) showed similar super-Poissonian effect in a single-level quantum dot due to spin-flip co-tunneling processes, with a sensitive dependence on the coupling strength. The electron spin in a quantum dot in the Coulomb blockade regime can generate super-Poissonian shot noise also at high frequencies.\(^{67}\) The shot noise enhancement over the Poisson limit can be observed by studying the resonant tunneling through localized states in a tunnel-barrier, resulting from Coulomb interaction between the localized states.\(^{68}\) In nanoelectromechanical systems, in the semiclassical limit, the Fano factor exceeds the Poisson limit at the shuttle threshold.\(^{65,69}\) Commonly, the super-Poissonian shot noise is accompanied by internal instability or a multi-channel process in the course of electrical transport.

In the limit of fast plasmon relaxation, on the other hand, \( \gamma_p \gg \gamma_i^p \), and effectively no plasmon is excited,

\[
|P(\infty)| = \begin{bmatrix}
P_{00} \\
P_{01} \\
P_{11}
\end{bmatrix} = \frac{1}{2} \begin{bmatrix}
\gamma_0^2 & 0 & \gamma_i^p \\
0 & \gamma_i^p & 0 \\
\gamma_i^p & 0 & \gamma_0^2
\end{bmatrix}.
\] (45)

Consequently, the Fano factor (41) is given by

\[
F_3^{(\infty)} = 1 + 2 \left( P_{00} - \frac{1}{2} \right)^2 \approx \left[ \frac{1}{2}, 1 \right].
\] (46)

The maximum Fano factor \( F = 1 \) is reached if one of the rates \( \gamma_0 \) or \( \gamma_i^p \) dominates, while the minimum value \( F = 1/2 \) requires that \( \gamma_0^2 = \gamma_i^2 \gamma_0^2 + \gamma_i^2 \), i.e., that the total tunneling-in and tunneling-out rates are equal; more explicitly,

\[
\frac{1}{R} \left( 1 - \frac{2\delta E_0}{eV + \delta E_0} \right)^a - \frac{1}{g} \left( 1 - \frac{e_p}{eV + \delta E_0} \right)^a = 1.
\] (47)

D. Numerical results

The limiting cases of no plasmon relaxation (\( \gamma_p=0 \)) and a fast plasmon relaxation (\( \gamma_p=10^6 \)) are summarized in Fig. 6a and 6b, respectively. In the figure the Fano factor is plotted as a function of gate voltage and interaction parameter \( g \) for \( R=100 \) (highly asymmetric junctions) at \( eV = 2e_a \) (\( T=0 \)), with no plasmon relaxation (\( \gamma_p=0 \)) (a) and with fast plasmon relaxation (\( \gamma_p=10^6 \)) (b).

![Fig. 6. Fano factor F = S(0)/2eI as a function of the gate charge N_G and LL interaction parameter g for R=100 (highly asymmetric junctions) at eV = 2e_a (T=0), with no plasmon relaxation (\( \gamma_p=0 \)) (a) and with fast plasmon relaxation (\( \gamma_p=10^6 \)) (b).](image-url)
as expected from the three-state model. The shot noise enhancement is lost in the presence of a fast plasmon relaxation process, in agreement with analytic arguments, as seen in Fig. 6b when $F$ is bounded by $1/2 \leq F \leq 1$. Hence, slowly relaxing plasmon excitations enhance shot noise, and this enhancement is most pronounced in the strongly interacting regime.

In the limit of fast plasmon relaxation $F$ exhibits a minimum value $F=1/2$ at positions consistent with predictions of the three-state model: the voltage polarity and ratio of tunneling matrix elements at the two junctions is such that total tunneling-in and tunneling-out rates are roughly equal for small values of $N_G$. If plasmon relaxation is slow, $F$ still has minima at approximately same values of $N_G$ but the minimal value of the Fano factor is considerably larger due to the presence of several transport channels.

E. Interplay between several charge states and plasmon excitations near $eV=2E_C$

So far, we have investigated the role of nonequilibrium plasmons as the cause of the shot noise enhancement and focused on a voltage range when only two charge states are significantly involved in transport. The question naturally follows what is the consequence of the involvement of several charge states. Do they enhance shot noise, too?

To answer this question, we first consider a toy model in which the plasmon excitations are absent during the single-charge transport. In the three-N-state regime where the relevant states are $|N\rangle=|{-1}, 0, 1\rangle$ with no plasmon excitations at all. At zero temperature, the rate matrix in this regime is given by

\[ \hat{\Gamma} = \begin{bmatrix} \Gamma^+_0 & -\Gamma^-_0 & 0 \\ -\Gamma^+_0 & \Gamma^+_0 + \Gamma^-_0 & -\Gamma^-_1 \\ 0 & -\Gamma^+_0 & \Gamma^-_1 \end{bmatrix}, \]

(48)

where the matrix elements are

\[ \Gamma^+_i = \Gamma_L(i+1, 0) \leftarrow i, 0 \rangle, \]
\[ \Gamma^-_i = \Gamma_R(i-1, 0) \leftarrow i, 0 \rangle, \quad i = -1, 0, 1. \]

Repeating the procedure in Sec. V C, we arrive at a Fano factor that has a similar form as Eq. (42),

\[
F_{3N} = 1 - 2\left[ (1 - P_{-1})P_{-1} + (1 - P_{+1})P_{+1} \right]
+ 2P_{+1} \left( \frac{\Gamma^-_1}{\Gamma^+_1} + \frac{\Gamma^-_1}{\Gamma^-_1} \right),
\]

(49)

with the steady-state probability vector

\[ |P(N)\rangle = \begin{bmatrix} P_{+1} \\ P_0 \\ P_{-1} \end{bmatrix} = \frac{1}{Z} \begin{bmatrix} \Gamma^+_0 \Gamma^-_1 \\ \Gamma^+_0 \Gamma^-_1 \\ \Gamma^-_1 \Gamma^-_0 \end{bmatrix}, \]

(50)

where $Z = \Gamma^+_0 \Gamma^-_1 + \Gamma^-_0 \Gamma^-_1 + \Gamma^+_0 \Gamma^-_0$.

Despite the formal similarity of Eq. (49) with Eq. (42), its implication is quite different. In terms of the transition rates, $F_{3N}$ reads

\[
F_{3N} = 1 - \frac{2}{Z^2} \left[ (\Gamma^-_0 \Gamma^-_0 + (\Gamma^-_0 - \Gamma^+_0)\Gamma^-_1) \right. \\
+ \Gamma_1^+ \Gamma_0^- (\Gamma^-_0 \Gamma^-_1 + (\Gamma^-_1 - \Gamma^+_1)\Gamma^-_0). \]

(51)

Since $\Gamma^+_0 > \Gamma^-_1$ and $\Gamma^-_0 > \Gamma^-_1$ in the three-N-state regime, the Fano factor $F_{3N}$ is sub-Poissonian, i.e., $F_{3N} < 1$, consistent with the conventional equilibrium descriptions.\textsuperscript{22,27}

We conclude that while plasmon excitations may enhance the shot noise over the Poisson limit, the involvement of several charge states and the ensuing correlations, in contrast, do not alter the sub-Poissonian nature of the Fano factor in the low-energy regime. This qualitative difference is due to the fact that certain transition rates between different charge states vanish identically (in the absence of cotunneling): it is impossible for the system to move directly from a state with $N=-1$ to $N=1$ or vice versa.

Therefore, we expect that for bias voltages near $eV=2E_C$, when both plasmon excitations and several charge excitations are relevant, the Fano factor will exhibit complicated nonmonotonic behavior. Exact solution is not tractable in this regime since it involves too many states. Instead, we calculate the shot noise numerically, with results depicted in Fig. 7, where the zero temperature Fano factor is shown as a function of the bias $eV$ and LL interaction parameter $g$ for $R=100$ at $N_G=1/2$, with no plasmon relaxation, $\gamma_p=0$ (a) and with fast plasmon relaxation, $\gamma_p=10^4$ (b).
In the bias regime up to the charging energy \( eV \leq 2E_C \), the Fano factor increases monotonically due to nonequilibrium plasmons. On the other hand, additional charge states contribute at \( eV \approx 2E_C \), which tends to suppress the Fano factor. As a consequence of this competition, the Fano factor reaches its peak at \( eV = 2E_C \) and is followed by a steep decrease as shown in Fig. 7a. Note the significant enhancement of the Fano factor in the strong interaction regime, which is due in part to the power-law dependence of the transition rates with exponent \( \alpha = (1/g - 1) \), as discussed earlier, and in part to more plasmon states being involved for smaller \( g \), since \( E_C = \pi g / g \). The latter reason also accounts for the fact that the Fano factor begins to rise at a lower apparent bias for smaller \( g \); the bias voltage is normalized by \( E_C \), so that plasmon excitation is possible at lower values of \( eV / E_C \) for stronger interactions.

In the case of fast plasmon relaxation, the rich structure of the Fano factor due to nonequilibrium plasmons is absent, as shown in Fig. 7b, in agreement with the discussions in previous subsections. The only remaining structure is a sharp dip around \( eV = 2E_C \) that can be attributed to the involvement of additional charge states at \( eV \approx 2E_C \). Not only is the minimum value of the Fano factor a function of the interaction strength, but the bias voltage at which it occurs also depends on \( g \). The minimum Fano factor occurs at higher bias voltage, and the dip tends to be deeper with increasing interaction strength. Note that for \( g \leq 0.5 \), the Fano factor had not reached its minimum yet at the highest voltages plotted \( (eV / 2E_C = 1.2) \).

The Fano factor at very low voltages \( eV < 2e_p \) for \( N_G = 1/2 \) is \( F^{(0)} = (1 + R^2) / (1 + R)^2 \) [see Eq. (35)], regardless of the plasmon relaxation mechanism. As shown in Fig. 7b, the Fano factor is bounded above by this value in the case of fast plasmon relaxation. Notice that in the case of no plasmon relaxation (Fig. 7a), the dips in the Fano factor at \( eV \approx 2E_C \) reach below \( F^{(0)} \). See Fig. 1a in Ref. 24 for more detail.

Since both the minimum value of \( F \) and the voltage at which it occurs are determined by a competition between charge excitations and plasmonic excitations, they cannot be accurately predicted by any of the simple analytic models discussed above.

We will now carry out a FCS analysis of transport through a double-barrier quantum wire system. The analysis will provide a more complete characterization of the transport properties of the system than either average current or shot noise, and shed further light on the role of nonequilibrium versus equilibrium plasmon distribution in this structure.

Let \( P(M, \tau) \) be the probability that \( M \) electrons have tunneled across the right junction to the right lead during the time \( \tau \). We note that

\[
P(M, \tau) = \lim_\tau \sum_{n=0}^{N_R} \sum_{M_0, N_0} P(M_0 + M, N, \{n\}, t)
\]

\[
+ \tau; M_0, N_0, \{n_0\}, t,
\]

where \( P(M_0 + M, N, \{n\}, t + \tau; M_0, N_0, \{n_0\}, t) \) is called the joint probability, since it is the probability that, up to time \( t \), \( M_0 \) electrons have passed across the right junction and \( N_0 \) electrons are confined in the WD with \( \{n_0\} \) plasmon excitations, and \( M_0 + M \) electrons have passed the R junction with \( \{N, \{n\}\} \) excitations in the WD up to time \( t + \tau \). The master equation for the joint probability can easily be constructed from Eq. (23) by noting that \( N \to N = \pm 1 \) via R-junction hopping.

To obtain \( P(M, \tau) \), it is convenient to define the characteristic function conjugate to the joint probability as

\[
g(\theta, N, \{n\}, \tau) = \lim_{n \to \infty} \sum_{M} e^{-i\theta M} \sum_{M_0, N_0, \{n_0\}} P(M_0 + M, N, \{n\}, t)
\]

\[
+ \tau; M_0, N_0, \{n_0\}, t.
\]

The characteristic function satisfies the master equation

\[
\frac{\partial}{\partial \tau} |g(\theta, \tau)| = -\hat{\Gamma}(\theta)|g(\theta, \tau)|
\]

with the initial condition \( |g(\theta, \tau = 0)| = |P(\infty)| \). The \( \theta \)-dependent \( \hat{\Gamma} \) in Eq. (52) is related to the previously defined transition rate matrices through

\[
\hat{\Gamma}(\theta) = \hat{\Gamma}_p + (\hat{\Gamma}_{L_0}^{\pi} - \hat{\Gamma}_{L}^{\pi} - \hat{\Gamma}_{L_0}^{\pi}) + (\hat{\Gamma}_0^{\pi} - \hat{\Gamma}_0^{\pi} e^{i\theta} - \hat{\Gamma}_0^{\pi} e^{-i\theta}).
\]

The characteristic function \( G(\theta, \tau) \) conjugate to \( P(M, \tau) \) is now given by \( G(\theta, \tau) = \Sigma_{N, \{n\}} \langle N, \{n\} | g(\theta, \tau) \rangle \), or

\[
G(\theta, \tau) = \sum_{N, \{n\}} \langle N, \{n\} | \exp[-\hat{\Gamma}(\theta) \tau] P(\infty) \rangle.
\]

Finally, the probability \( P(M, \tau) \) is obtained by

\[
P(M, \tau) = \int_{0}^{2\pi} \frac{d\theta}{2\pi} e^{i\theta M} G(\theta, \tau) = \int \frac{dz}{2\pi i} G(z, \tau) \]

with \( z = e^{i\theta} \), where the contour runs counterclockwise along the unit circle and we have used the symmetry property \( G(z, \tau) = G(-z, \tau) \) for the second equality.

Taylor expansion of the logarithm of the characteristic function in \( i\theta \) defines the cumulants or irreducible correlators \( \kappa_k(\tau) \):

\[
\ln G(\theta, \tau) = \sum_{k=1}^{\infty} \frac{(i\theta)^k}{k!} \kappa_k(\tau).
\]

The cumulants have a direct polynomial relation with the moments \( \tilde{\eta}(\tau) = \Sigma_{n} n^k(P(n, \tau) \). The first two cumulants are

VI. FULL COUNTING STATISTICS

Since shot noise, that is a current-current correlation, is more informative than the average current, we expect even more information with higher-order currents or charge correlations. The method of counting statistics, which was introduced to mesoscopic physics by Levitov and Lesovik\(^27\) followed by Muzikantskii and Khmelnitskii\(^71\) and Lee et al.\(^72\) shows that all orders of charge correlation functions can be obtained as a function related to the probability distribution of transported electrons for a given time interval. This powerful approach is known as full counting statistics (FCS). The first experimental study of the third cumulant of the voltage fluctuations in a tunnel junction was carried out by Reulet et al.\(^73\). The experiment indicates that the higher cumulants are more sensitive to the coupling of the system to the electromagnetic environment; see also Refs. 74 and 75 for theoretical discussions of the third cumulant in a tunnel barrier.
the mean and the variance, and the third cumulant characterizes the asymmetry (or skewness) of the $P(M, \tau)$ distribution and is given by

$$\kappa_3(\tau) = \delta n(\tau)^3 = (n(\tau) - \bar{n}(\tau))^3. \quad (57)$$

In this Section, we investigate FCS mainly in the context of the probability $P(M, \tau)$ that $M$ electrons have passed through the right junction during the time $\tau$. Since the average current and the shot noise are proportional to the average number of tunneling electrons ($M$) and the width of the distribution of $P(M, \tau)$, respectively, we focus on the new aspects that are not covered by the study of the average current or shot noise.

In order to get FCS in general cases we integrate the master equation (52) numerically (see Sec. VI C). In the low-bias regime, however, some analytic calculations can be made. We will show through the following subsections that for symmetric junctions in the low-bias regime ($2e_p < eV < 2E_C$), and irrespective of the junction symmetry in the very low bias regime ($eV < 2e_p$), $P(M, \tau)$ is given by the residue at $\tau = 0$ alone.

$$P(M, \tau) = \frac{1}{(2M)!} \left. \frac{d^{2M}}{dz^{2M}} \right|_{z=0} G(z, \tau). \quad (58)$$

Throughout this Section we assume that the gate charge is $N_G = 1/2$, unless explicitly stated otherwise.

We will now follow the outline of the previous Section and start by considering two analytically tractable cases before proceeding with the full numerical results.

A. Two-state process; $eV = e_p$

For the very low bias $eV < 2e_p$ at zero temperature, no plasmons are excited and electrons are carried by transitions between two states $(N, n) = (0, 0) \leftrightarrow (1, 0)$. In this simplest case, the rate matrix $\hat{\Gamma}(\theta)$ in Eq. (52) is determined by only two participating transition rates, $\Gamma_+ = \Gamma_1(1, 0 \leftrightarrow 0, 0)$, and $\Gamma_0 = \Gamma_0(0, 0 \leftrightarrow 1, 0)$,

$$\hat{\Gamma}(\theta) = \begin{bmatrix} \Gamma_0 + \delta & - (\Gamma_0 - \delta) e^{-i\theta} \\ - (\Gamma_0 + \delta) & \Gamma_0 - \delta \end{bmatrix} \quad (59)$$

with $\Gamma_0 = (\Gamma_+ + \Gamma_0)/2$ and $\delta = (\Gamma_+ - \Gamma_0)/2$.

Substituting the steady-state probability from Eq. (34) and the transition rate matrix (59) into Eq. (54), one finds

$$G_2(z, \tau) = \frac{e^{-\Gamma_0 \tau}}{4z} \frac{f_2(z)}{f_2(z)} \left[ (1 + f_2(z)) e^{i\tau} - (1 - f_2(z)) e^{-i\tau} \right], \quad (60)$$

where $f_2(z) = (\Gamma / \Gamma_0) \sqrt{z^2 + \Delta^2}$, with $\Gamma = \sqrt{\Gamma_0^2 - \delta^2} = \sqrt{\Gamma_+ \Gamma_0}$ and $\Delta^2 = \delta^2 / \Gamma_0^2$.

Now, it is straightforward to calculate the cumulants. In the long-time limit $\tau \gg (\Gamma^*)^{-1}$, for instance, in terms of the average current $I_2 = e\gamma^* \gamma / (\gamma^* + \gamma)$ and the Fano factor $F_2$ in (35), the three lowest cumulants are given by

$$\kappa_1(\tau) = I_2 \tau, \quad \kappa_2(\tau) = eI_2F_2 \tau, \quad \kappa_3(\tau) = \frac{e^2 I_2}{2} \left[ \frac{1}{4 \tau^2} + \frac{1}{4 \tau} \right]. \quad (61)$$

where the electron charge ($-e$) is revived. These are in agreement with the phase-coherent quantum-mechanical results.

It is convenient to discuss the asymmetry (skewness) in terms of the ratio $A = \kappa_3 / e^2 \kappa_1 (\tau \rightarrow \infty)$, noticing that the Fano factor $F = \lim_{\tau \rightarrow \infty} \kappa_2(\tau) / e \kappa_1(\tau)$. The factor $A_2 = 3(F_2 - 1/2)^2 + 1/4$ is positive definite (positive skewness) and bounded by $1/4 \leq A_2 \leq 1$. It is interesting to notice that $A_2$ is a monotonic function of $F_2$ and has its minimum $A_2 = 1/4$ for the minimum $F_2 = 1/2$ and maximum $A_2 = 1$ for the maximum $F_2 = 1$. Notice that $A = 1$ for a Poisson and $A = 0$ for a Gaussian distribution. Therefore, the dependence of $A_2$ on the gate charge $N_G$ is similar to that of the Fano factor $F_2$ (see Fig. 4) with dips at $N_G^{\text{tip}}$ in Eq. (38). Together with Eq. (37), it implies that the effective shot noise and the asymmetry of the probability distribution per unit charge transfer have their respective minimum values at the gate charge $N_G^{\text{tip}}$, which depends on the tunnel-junction asymmetry and the interaction strength of the leads.

The integral in Eq. (55) is along the contour depicted in Fig. 8. Notice that the contributions from the part along the branch cuts are zero and we are left with the multiple poles at $\tau = 0$. By the residue theorem, the two-state probability $P_2(M, \tau)$ is given by Eq. (58).

The exact expression for $P_2(M, \tau)$ is cumbersome. For symmetric tunneling barriers with $N_G = 1/2$ $(\delta = 0$, $\gamma^* = \gamma^0 = \Gamma_0)$, however, Eq. (60) is reduced to

$$G_2^{(0)}(z, \tau) = \frac{e^{-\Gamma_0 \tau}}{4z} \left[ (1 + z)^2 e^{i\tau} - (1 - z)^2 e^{-i\tau} \right]. \quad (62)$$

Accordingly, $P_2^{(0)}(M, \tau)$ is concisely given by

$$P_2^{(0)}(M, \tau) = e^{-\Gamma_0 \tau} \left[ \frac{(1 - \Gamma_0)^2}{2(2M - 1)!} + \frac{(\Gamma_0)^2}{2M} \right] \quad (63)$$

with $P_2^{(0)}(0, \tau) = e^{-\Gamma_0 \tau}(1 + \Gamma_0 \tau/2)$, in agreement with Eq. (24) of Ref. 76. While this distribution resembles a sum of three
Poisson distributions, it is not exactly Poissonian.

For a highly asymmetric junctions $R \gg 1$ ($\gamma'' \gg \gamma'$), the first term in Eq. (60) dominates the dynamics of $G_2(z, \tau)$ and its derivatives, and the characteristic function is approximated by

$$G_2^{(0)}(z, \tau) = \exp(-\tau \Gamma_0^* + \tau \sqrt{(\gamma''\gamma')^2 + \delta^2}).$$

(64)

Now, the solution of $P_2^{(0)}(M, \tau)$ is calculated by this equation and Eq. (58). The leading order approximation in $\gamma''/\gamma'$ leads to the Poisson distribution,

$$P_2^{(0)}(M, \tau) = \left(\frac{\gamma'' \gamma'}{M!}\right) e^{-\gamma' \tau}.$$  

(65)

For a single tunneling barrier, the charges are transported by the Poisson process ($F=1$). Therefore, we recover the Poisson distribution in the limit of strongly asymmetric junctions and in the regime of the two-state process, in which electrons see effectively a single tunnel barrier.

For the intermediate barrier asymmetry the probability $P_2(M, \tau)$ of a two-state process is given by a distribution between Eq. (63) (for symmetric junctions) and the Poissonian (65) (for the most asymmetric junctions).

B. Four-state process; $2e_p \leq eV \leq 2E_C$

Since we are focusing the FCS analysis on the case $N_G = 1/2$, the next simplest case to study is a four-state model rather than the three-state model discussed in the connection of the shot noise in the previous Section.

In the bias regime where the transport is governed by Coulomb blockade ($eV < 2E_C$) and yet the plasmons play an important role ($eV \approx 2e_p$), it is a fairly good approximation to include only the four states with $N=0, 1$ and $n_i=0, 1$ ($n_m=0$ for $m=2$). For general asymmetric cases, the rate matrix $\hat{\Gamma}(\theta)$ in Eq. (52) is determined by ten participating transition rates (four rates from each junction, and two relaxation rates). The resulting eigenvalues of $|g(\theta, \tau)|$ are the solutions of a quartic equation, which is in general very laborious to present analytically.

For symmetric junctions ($R=1$) with no plasmon relaxation, however, the rate matrix is simplified to

$$\hat{\Gamma}(\theta) = \begin{bmatrix}
\gamma_{00} + \gamma_{10} & 0 & -\gamma_{00}^2 & -\gamma_{01}^2 \\
0 & \gamma_{01} + \gamma_{11} & -\gamma_{10}^2 & -\gamma_{11}^2 \\
-\gamma_{00} & -\gamma_{01} & \gamma_{00} + \gamma_{10} & 0 \\
-\gamma_{10} & -\gamma_{11} & \gamma_{01} + \gamma_{11} & 0
\end{bmatrix}$$

(66)

with the matrix elements $(1) \gamma_{ij} = \Gamma_0^* (1, i \leftrightarrow 0, j) = \Gamma_0^* (0, i \leftrightarrow 1, j)$. The steady-state probability is then given by

$$|P_4^{(s)}(\infty)| = |g(z, \tau = 0)| = \frac{1}{2(\gamma_{01} + \gamma_{10})} \begin{bmatrix}
\gamma_{01} \\
\gamma_{10} \\
\gamma_{01} \\
\gamma_{10}
\end{bmatrix}.$$  

(67)

Solving Eq. (54) with this probability and the rate matrix (66) is laborious but straightforward, and one finds

$$G(z, \tau) = e^{-(\gamma_{00} + \gamma_{01} + \gamma_{10} + \gamma_{11})\tau} \left[ \frac{G_1(z, \tau)(1 + z)^2}{8z} \right] + \{z \rightarrow -z\}.$$  

(68)

with

$$G_1(z, \tau) = \left\{ e^{(\gamma_{00} - \gamma_{10} + \gamma_{11} - 2\gamma_{01})z} \right\} \left( 1 + \frac{A(z)}{f_4(z)} \right) \times \left( 1 - \frac{A(z) - f_4(z)}{2(\gamma_{00} + \gamma_{01} + \gamma_{10})z} \right) + \{f_4(z) \rightarrow -f_4(z)\},$$

(69)

where $A(z)$ and $f_4(z)$ are given by

$$A(z) = \gamma_{00} + \gamma_{10} - \gamma_{01} - (\gamma_{00} - \gamma_{11} - 2\gamma_{01})z,$$

$$f_4(z) = \sqrt{(\gamma_{00} - \gamma_{11})^2 - 4\gamma_{10}\gamma_0\sqrt{(z-a)^2 + b^2}}.$$  

(70)

The integral of $G_4(z, \tau)$ along the contour $|z|=1$ contains two branch points at $z= \pm a \pm ib$, but the integral along the branch cuts cancel out due to the symmetry under $[f_4(z) \rightarrow -f_4(z)]$. Therefore, the contribution to the probability $P_4^{(s)}(M, \tau)$ from the branch cuts due to $G_4(z, \tau)$ and $G_4(-z, \tau)$ is zero, and the only contribution is from the residues at $z=0$, i.e., according to Eq. (58). The explicit expression for $P_4^{(s)}(M, \tau)$ is cumbersome.

The probability distribution $P_2(M, \tau)$ for the two-state process deviates from Eq. (63) as a function of the asymmetry parameter $R$ and reaches Poissonian in the case of strongly asymmetric junctions. In a similar manner, $P_4^{(s)}(M, \tau)$ deviates from $P_2^{(s)}(M, \tau)$ as a function of ratio of the transition rates $\gamma_{ij}$.

C. Numerical results

It is worth mentioning that for strongly asymmetric junctions $P(M, \tau)$ is Poissonian in the very low bias regime ($eV < 2e_p$), as is seen from Eq. (65). It exhibits a crossover at $eV = 2e_p$: $P(M, \tau)$ deviates from the Poisson distribution for $2e_p < eV < 2E_C$, while it is Poissonian for $eV < 2e_p$ (at $T=0$), as is shown by the shot noise calculation.

Voltage dependence

The analytic results presented above are useful in interpreting the numerical results in Fig. 9, where the probability $P(M, \tau)$ for symmetric junctions ($R=1$) and $R=100$, in the case of LL parameter $g=0.5$ with no plasmon relaxation ($\gamma_p=0$), is shown as a function of $eV$ and $M$, that is, the number of electrons transported to the right lead during $\tau$ such that during this time $\langle M \rangle = I_e = 10$ electrons have passed to the right lead at $eV = 2E_C$. 
The peak position of the distribution of $P(M, \tau)$ is roughly linearly proportional to the average particle flow $\langle M \rangle$, and the width is proportional to the shot noise but in a nonlinear manner. In a rough estimate, therefore, the ratio of the peak width to the peak position is proportional to the Fano factor. Two features are shown in Fig. 9. First, the average particle flow is roughly linearly proportional to the average particle flow for highly asymmetric junctions ($R=100$) (b). Here $g=0.5$, $N_G=1/2$, and $T=0$. The insets show a cross-sectional image of $P(M, \tau)$ (solid line) as a function of $M$ and the reference distribution function in Eq. (63) (dashed line) (a) and the Poisson distribution in Eq. (65) (dashed line) (b), at $eV=0.5E_C$ (I), $eV=1.5E_C$ (II), and $eV=2E_C$ (III).

The deviation of the distribution of probability $P(M, \tau)$ due to the nonequilibrium plasmons from its low voltage (equilibrium) counterpart is shown in the insets. Notice that in the low-bias regime $eV<2e_p$ it follows from Eq. (63) for the symmetric case (Fig. 9a, inset I) and from the Poisson distribution (65) for the highly asymmetric case (Fig. 9b, inset I). The deviation is already noticeable at $eV=3e_p=1.5E_C$ for $R=1$ (inset II in Fig. 9a), while it deviates strongly around $eV=2E_C$ for $R=100$ (inset III in Fig. 9a).

**Interaction strength dependence**

We have concluded in Sec. V that shot noise shows most dramatic behavior around $eV=2E_C$ due to interplay between the nonequilibrium plasmons and the charge excitations. To see its consequence in FCS, we plot in Fig. 10 the probability $P(M, \tau)$ as a function of the particle number $M$ and the interaction parameter $g$ for $\tau=10I_{av}$ where $I_{av}$ is the particle current with no plasmon relaxation ($\gamma_p=0$); with no plasmon relaxation ($\gamma_p=0$) (a) and with fast plasmon relaxation ($\gamma_p=10^4$) (b). Here $eV=2E_C$, $R=100$, $N_G=1/2$, and $T=0$.

![FIG. 9. Probability $P(M, \tau)$ with no plasmon relaxation ($\gamma_p=0$) during the time $\tau=10I_{av}$, where $I_{av}$ is the particle current at $eV=2E_C$ with no plasmon relaxation ($\gamma_p=0$); for symmetric junctions ($R=1$) (a) and for highly asymmetric junctions ($R=100$) (b). Here $g=0.5$, $N_G=1/2$, and $T=0$. The insets show a cross-sectional image of $P(M, \tau)$ (solid line) as a function of $M$ and the reference distribution function in Eq. (63) (dashed line) (a) and the Poisson distribution in Eq. (65) (dashed line) (b), at $eV=0.5E_C$ (I), $eV=1.5E_C$ (II), and $eV=2E_C$.](image1)

![FIG. 10. The probability $P(M, \tau)$ that $M$ electrons have passed through the right junction during the time $\tau=10I_{av}$, where $I_{av}$ is the particle current with no plasmon relaxation ($\gamma_p=0$); with no plasmon relaxation ($\gamma_p=0$) (a) and with fast plasmon relaxation ($\gamma_p=10^4$) (b). Here $eV=2E_C$, $R=100$, $N_G=1/2$, and $T=0$.](image2)

**VII. CONCLUSIONS**

We have studied different transport properties of a Luttinger-liquid single-electron transistor including average current, shot noise, and full counting statistics, within the conventional sequential tunneling approach.
At finite bias voltages, the occupation probabilities of the many-body states on the central segment is found to follow a highly nonequilibrium distribution. The energy is transferred between the leads and the quantum dot by the tunneling electrons, and the electronic energy is dispersed into the plasmonic collective excitations after the tunneling event. In the case of nearly symmetric barriers, the distribution of the occupation probabilities of the nonequilibrium plasmons shows impressive contrast, depending on the interaction strength: In the weakly interacting regime, it is a complicated function of the many-body occupation configuration, while in the strongly interacting regime, the occupation probabilities are determined almost entirely by the state energies and the bias voltage, and follow a universal distribution resembling Gibbs (equilibrium) distribution. This feature in the strong interaction regime fades out with increasing asymmetry of the tunnel barriers.

We have studied the consequences of these nonequilibrium plasmons on the average current, shot noise, and counting statistics. Most importantly, we find that the average current is increased, shot noise is enhanced beyond the Poisson limit, and full counting statistics deviates strongly from the Poisson distribution. These nonequilibrium effects are pronounced especially in the strong interaction regime, i.e., $g \leq 0.5$. The overall transport properties are determined by a balance between phenomena associated with nonequilibrium plasmon distribution that tend to increase noise, and involvement of several charge states and the ensuing correlations that tend to decrease noise. The result of this competition is, for instance, a nonmonotonic voltage dependence of the Fano factor.

At the lowest voltages at which charge can be transported through the system, the plasmon excitations are suppressed, and the Fano factor is determined by charge oscillations between the two lowest zero-modes. Charge correlations are maximized when the tunneling-in and tunneling-out rates are equal, which for symmetric junctions occurs at gate charge $N_{G}=1/2$. At these gate charges the Fano factor acquires its lowest value, which at low voltages is given by one-half of the Poisson value, known as $1/2$ Fano factor. At these gate charges the Fano factor is determined by charge oscillations between the two lowest zero-modes. Charge correlations are maximized when the tunneling-in and tunneling-out rates are equal, which for symmetric junctions occurs at gate charge $N_{G}=1/2$. At these gate charges the Fano factor acquires its lowest value, which at low voltages is given by one-half of the Poisson value, known as $1/2$ Fano factor. At these gate charges the Fano factor is determined by charge oscillations between the two lowest zero-modes. Charge correlations are maximized when the tunneling-in and tunneling-out rates are equal, which for symmetric junctions occurs at gate charge $N_{G}=1/2$. At these gate charges the Fano factor acquires its lowest value, which at low voltages is given by one-half of the Poisson value, known as $1/2$ Fano factor. At these gate charges the Fano factor is determined by charge oscillations between the two lowest zero-modes.

For simplicity, we consider the case at $X_{L}=0$ only. The overlap elements of the many-body occupations $\langle \{n\} | g_{m}^{n} \rangle$ are

$$\langle \{n\} | g_{m}^{n} \rangle = \frac{1}{\pi \Lambda_{m}} \prod_{n=1}^{\infty} | \langle n_{m} | g_{m}^{n} \rangle |^{2},$$

where $g_{m}=\exp[\lambda_{m}(b_{m}+b_{m}^{\dagger})]$ with $\lambda_{m}=-i/\sqrt{g_{m}M}$ is the bosonized field operator at an edge of the wire with open boundary conditions (see, for instance, Ref. 44). Here $g$ is the interaction parameter, $m$ is the mode index (and its integer momentum), and $M$ is the number of transport sectors; if $M>1$, the contributions of the different sectors must be multiplied. The operators $b_{m}$ and $b_{m}^{\dagger}$ denote plasmon annihilation and creation, and $\Lambda$ is a high-energy cutoff.

Using the Baker–Hausdorff formula

$$\exp[\lambda_{m}(a_{m}+a_{m}^{\dagger})] = e^{-\lambda_{m}^{2}/2} e^{\lambda_{m} a_{m}^{\dagger} e^{\lambda_{m} a_{m}^{\dagger}}},$$

and the harmonic oscillator states

$$|n\rangle = \frac{(a)^{n}}{\sqrt{n!}} |0\rangle, \quad \langle n | = \frac{(a)^{n}}{\sqrt{n!}} |0\rangle,$$

one can show that, if $n \leq n'$,

$$|\langle n | \Phi(n') \rangle|^{2} = e^{\lambda_{m}^{2}/2} \frac{n!}{(n-n')!} \binom{n!}{(n-n')!}^{2} \Phi(n+1,n-n') + 1; -|\lambda_{m}^{2}|^{2},$$

where $\Phi(x,x';z)$ is a confluent hypergeometric function defined by

$$\Phi(x,x';z) = \sum_{\ell=0}^{\infty} \frac{z^{\ell} (x-1+\ell)!}{\ell! (x-1)!} \frac{(x'-1)!}{(x'-1+\ell)!}.$$

If $n \leq n'$, the indices $n$ and $n'$ are exchanged in Eq. (A5). The function $\Phi(x,x';z)$ is a solution of the equation

**APPENDIX A: THE TRANSITION AMPLITUDES IN THE QUANTUM DOT**

In this Appendix we derive the transition amplitudes, Eqs. (15) and (16). As shown in Eq. (14), the zero-mode overlap of the QD transition amplitude is either unity or zero. Therefore, we focus on the overlap of the plasmon states. It is enough to consider

$$\langle \{n'\} | \Phi_{P}^{\dagger}(X_{L}) | \{n\} \rangle^{2}, \quad X_{L}=X_{L}, X_{R}$$
due to the symmetry between matrix elements of tunneling-in and tunneling-out transitions, as in Eq. (15),

$$\langle \{n'\} | \Phi_{P}^{\dagger}(X_{L}) | \{n\} \rangle^{2} = \sum_{r} \left[ \langle \{n'\} | \psi_{r}(X_{L}) | \{n\} \rangle^{2} + \langle \{n\} | \psi_{r}(X_{L}) | \{n'\} \rangle^{2} \right]$$

$$\times \langle \{n\} | \psi_{r}(X_{L}) | \{n_{r}\} \rangle^{2} = 2 \langle \{n'\} | \psi_{r}(X_{L}) | \{n\} \rangle^{2}, \quad (A1)$$

where $r=+(-)$ denotes the right(left)-moving component, and the cross terms of oppositely moving components cancel out due to fermionic anticommutation relations.

The transition amplitude at $X_{L}$ is identical to that at $X_{R}$. For simplicity, we consider the case at $X_{L}=0$ only. The overlap elements of the many-body occupations $\langle \{n\} | g_{m}^{n} \rangle = \langle n_{1}, n_{2}, \ldots, n_{m} \rangle$ and $\langle \{n'\} | g_{m}^{n} \rangle = \langle n'_{1}, n'_{2}, \ldots, n'_{m} \rangle$ are

$$\langle \{n\} | g_{m}^{n} | \{n'\} \rangle = \frac{1}{\pi \Lambda_{m}} \prod_{n=1}^{\infty} | \langle n_{m} | g_{m}^{n} | n'_{m} \rangle |^{2}, \quad (A2)$$

where $g_{m}=\exp[\lambda_{m}(b_{m}+b_{m}^{\dagger})]$ with $\lambda_{m}=-i/\sqrt{g_{m}M}$ is the bosonized field operator at an edge of the wire with open boundary conditions (see, for instance, Ref. 44). Here $g$ is the interaction parameter, $m$ is the mode index (and its integer momentum), and $M$ is the number of transport sectors; if $M>1$, the contributions of the different sectors must be multiplied. The operators $b_{m}$ and $b_{m}^{\dagger}$ denote plasmon annihilation and creation, and $\Lambda$ is a high-energy cutoff.
\[ z \partial_z^2 \Phi + (x' - z) \partial_z \Phi - x \Phi = 0. \]

By solving this differential equation with the proper normalization constant, one obtains

\[ \Phi(n + 1, n - n' + 1; -|\lambda|^2) = \frac{n'! (n-n')!}{n!} e^{-|\lambda|^2 L_{n-n'}^m (|\lambda|^2)}, \]

where \( L_{n}^m(y) \) are the Laguerre polynomials. In terms of the Laguerre polynomials, therefore, the transition amplitude \((A5)\) is written by

\[ |\langle n_m | \Psi_a | n_m' \rangle|^2 = \left( \frac{e^{-1/gmM}}{gmM} \right)^{m_m'} \frac{m_m^{(c)} x_{m}^{(c)}}{m_m^{(c)} x_{m}^{(c)}}, \]

where \( n_m^{(c)} = \min(n', n) \) and \( n_m^{(c)} = \max(n, n') \).

We introduce a high-frequency cutoff \( m_i \sim k_F L_D / \pi \) to cure the vanishing contribution due to \( e^{-1/gmM} \)

\[ \frac{1}{2} \pi \prod_{m=1}^{m_i} e^{-1/4L_m} \left( \frac{\pi \Lambda_c}{L_D} \right)^{\alpha}, \]

where the exponent is \( \alpha = (e^{-1} - 1)/M \). We arrive at the desired form of the on-dot transition matrix elements,

\[ |\langle n' | \Psi_a^{(X)} | n \rangle|^2 = \left( \frac{\pi \Lambda_c}{L_D} \right)^{\alpha} \times \prod_{m=1}^{m_i} \left( \frac{1}{g_m gmM} \right) \frac{n_m^{(c)} x_{m}^{(c)}}{n_m^{(c)} x_{m}^{(c)}} \left( \frac{1}{g_m gmM} \right)^{n_m^{(c)} x_{m}^{(c)}} \left( \frac{1}{g_m gmM} \right)^{n_m^{(c)} x_{m}^{(c)}}, \]

\[ \text{APPENDIX B: UNIVERSAL OCCUPATION PROBABILITY} \]

In this Appendix, we derive the universal distribution of the occupation probability, which becomes Eq. (26) in the leading-order approximation.

Since the occupation probability of the plasmon many-body states is a function of the state energy in the strong interaction regime, we obtain the dimensionless energy \( n = \sum m_m m_m \) of the state with \( \{ n \} = (n_1, n_2, \ldots, n_m, \ldots) \) plasmon occupations. Excluding the zero-mode energy, therefore, the energy of the state \( \{ n \} \) is given by \( E_{g}^{(1)} \{ n \} = E_{D}(M) = n \varepsilon_{p} \) with the state degeneracy \( D(n) \), i.e., the number of many-body states \( n \) satisfying \( n = \sum m_m m_m \) asymptotically following the Hardy–Ramanujan formula

\[ D(n) \approx \frac{1}{2} \pi \Lambda_c \left( 4 \sqrt{3} \right) n. \]

We denote by \( n_{ad} \) the corresponding dimensionless bias voltage \( eV = n_{ad} \mu_{p} \).

We obtain an analytic approximation to the occupation probability \( P(n) \) at zero temperature by setting the on-dot transition elements in (15) to unity and considering the scattering-in and scattering-out processes for a particular many-body state \( \{ n \} \).

The total scattering rates at zero temperature are given by a simple power-law Eq. (13),

\[ \Gamma(n - m) = \Theta(-n + m - n_{ad} / 2)(-n + m - n_{ad} / 2)^{\alpha} + \Theta(-n + m + n_{ad} / 2)(-n + m + n_{ad} / 2)^{\alpha} \]

\[ = \Theta(-n + m - n_{ad} / 2)(-n + m - n_{ad} / 2)^{\alpha}, \]

where the constant factor in Eq. (13) is set to unity.

The master equation now reads

\[ \frac{\partial}{\partial t} P(n) = \sum_{m} \left[ (P(m)D(m)) \Gamma(m \rightarrow n) - P(n)D(m) \Gamma(n \rightarrow m) \right]. \]

To solve this master equation, we assume a power-law ansatz

\[ P(m) = P(n) q_{m-n}^{m}. \]

In the steady state, master equation (B3) in terms of this ansatz becomes

\[ \sum_{m=m_i}^{\infty} (m - n + n_{ad} / 2)^{\alpha} D(m) q_{m-n}^{m} \]

\[ = \sum_{m'=0}^{\infty} (m - m' + n_{ad} / 2)^{\alpha} D(m'), \]

in which the sum in the left-hand side runs from \( m_i = \max(0, n - n_{ad} / 2) \), where \( \max(x, x') \) gives the larger of \( x \) and \( x' \).

Using a saddle point integral approximation

\[ \int e^{ix} dx \approx e^{ix_0} \int e^{ix(x-x_0)^2} dx, \]

if \( f'(x_0) = 0, \ f''(x_0) < 0, \]

we solve Eq. (B5) to obtain an equation for \( \ln q_{m} \) and find that, for large \( n \),

\[ \exp(z) = \sqrt{\frac{n}{1 - \exp(F(n))}, \]

where

\[ z = \frac{\ln g}{C_{\alpha}}, \ C_{\alpha} = \alpha + 1 / n_{ad} \]

and \( F(n) \) is a slowly varying function of \( n \) for \( n \gg 1 \),

\[ F(n) = \sqrt{n} \frac{\pi}{3 C_{\alpha}} + \ln \left( \frac{\sqrt{n}}{\pi C_{\alpha}} \right) + \frac{n_{ad}}{n} \left( \frac{1}{4} - 1 - \frac{1}{\alpha + 1} \right). \]

We assume an ansatz for the solution of \( z \) in Eq. (B7),

\[ z = (\ln n) / 2 + F(n) + \sqrt{\ln n} / 2 + F(n) - K + \eta \]

and find a constant \( K \) which minimizes the correction term \( \eta \). Putting this ansatz into Eq. (B7) and solving the equation for \( \eta \), we find that at \( K \approx 0.8 \) the correction term \( \eta \) is negligibly small \( (\eta \approx 0.01) \).

Noting \( f(n) = \sqrt{\ln n} / 2 + F(n) - K \) is almost linear function in the regime of our interest \( (3 \leq n \leq 15) \), we linearize it around a value \( n = n_0 \) (for instance, \( n_0 = 9 \)), \( f(n) = f'(n_0)(n - n_0) + f(n_0) \), and solve Eq. (B7) by ansatz (B9) with the above linearized form:

\[ - \frac{\ln q_{m}}{C_{\alpha}} = \frac{1}{2} \ln n + F(n) + f'(n_0)n + f(n_0) - f'(n_0)n_0. \]

We apply \( \partial_m \ln[P(m)] = \ln[q_{m}] \) to Eq. (B10), and solve the integral equation for \( \ln[P(n)] \).
\[
\ln[P(n)] = -C_0 \int^n dr [(\ln r)/2 + F(n) + f'(n_0) n + f(n_0) - f'(n_0) n_0].
\] (B11)

The leading-order approximation \( P(0) \) to the probability \( P(n) \) of the average occupation from this integral results in Eq. (26),

\[
P(0)(n) = Z^{-1} e^{-3n/2 + 1/n, \mu, 2} + Z^{-1} e^{-3n/2 + 1/n, \mu, 2} \log n,
\] (B12)

where \( Z \) is the partition function.

A more accurate approximation \( P^*(n) \) can be derived by solving the integral Eq. (B11) to a higher degree of precision, which yields

\[
P^*(1) = Z^{-1} \left( \sqrt{n} + \frac{n_{sd}}{2} \right)^{-C_{n}^{2}} \pi C_{a}^{2} \mu^{2} \exp \left[ -\frac{4}{\pi} \sqrt{n} \left( n - \frac{n_{sd}}{2} \right) \right] \times \exp \left[ -\frac{4}{\pi} \sqrt{n} \left( n + \frac{n_{sd}}{2} \right) \right] \times \left( \frac{n + n_{sd}}{2} \right)^{(\alpha+1)/2} \left( \frac{n - n_{sd}}{2} \right)^{2},
\] (B13)

where we have taken \( n_0 = 9 \) and used \( f(n) = f^*(n) \) with minor correction for formal simplicity. Note the first term with normalization constant \( Z \) approaches \( P(0)(n) \) in Eq. (B12) as \( n/n_{sd} \rightarrow 0 \), noticing that \( C_{a} = (2\alpha+1)/n_{sd} \). The integral equation (B11) can be solved even without approximating on \( f(n) \), with the expense of more cumbersome appearance of \( P(n) \).
74L. S. Levitov and G. B. Lesovik, Phys. Rev. B 70, 115305 (2004), also at cond-mat/0111057.

This article was published in English in the original Russian journal. Reproduced here with stylistic changes by AIP.